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• Last lecture, we learned about word representations.


• Once we have word representations, how does a model combine 
them to make decisions?


• We’ll look into this through a task of text classification

Today’s Question:
How to Train a Text Classifier?
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CCA

<latexit sha1_base64="ZS11t+SATcIQYaaJ4VZuEjXjz0Y=">AAACOXicbZDPShxBEMZrjIk65s8aj3poIoFcsvRsQlSIIHjxuIKrws6y9PTWro09PUN3jbgM8wx5m1zyFt4ELx4U8ZoXSM+uiFE/aPj4VRVd9SW5Vo44vwhmXs2+fjM3vxAuvn33/kNj6eOByworsSMzndmjRDjUymCHFGk8yi2KNNF4mJzs1PXDU7ROZWafxjn2UjEyaqikII/6jfZpv4wJz6j0pKq2wjjBkTJlngqy6qwKv/Jmq/WdxXHIm9E3XpsabfIpaq3/CGM0g4eBfmONN/lE7LmJ7s3a9uqvmAFAu984jweZLFI0JLVwrhvxnHqlsKSkxiqMC4e5kCdihF1vjUjR9crJ5RX77MmADTPrnyE2oY8nSpE6N04T3+n3O3ZPazV8qdYtaLjRK5XJC0Ijpx8NC80oY3WMbKAsStJjb4S0yu/K5LGwQpIPO/QhRE9Pfm4OWs3Ih7rn0/gJU83DCnyCLxDBOmzDLrShAxJ+wyVcw03wJ7gKboO7aetMcD+zDP8p+PsPf3eqbQ==</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="yUhkDlYwUUEoQ+3MeiaCkTTY5/M=">AAACOXicbZBNSyNBEIZ71PVj3NWsHr00BsHLhp4oxgUFwYvHCEaFTAg9nUps7OkZumvEMMzf8uK/8CZ48bCLePUP2JME8euFhpenquiqN0qVtMjYvTc1PfNjdm5+wV/8+WtpufJ75dQmmRHQEolKzHnELSipoYUSFZynBngcKTiLLg/L+tkVGCsTfYLDFDoxH2jZl4KjQ91K86qbhwjXmDtSFPt+GMFA6jyNORp5Xfh/WK1e36Zh6LNasMVKU6K/bIzqjR0/BN17G+hWqqzGRqJfTTAxVTJRs1u5C3uJyGLQKBS3th2wFDs5NyiFgsIPMwspF5d8AG1nNY/BdvLR5QXdcKRH+4lxTyMd0fcTOY+tHcaR63T7XdjPtRJ+V2tn2N/t5FKnGYIW44/6maKY0DJG2pMGBKqhM1wY6Xal4oIbLtCF7bsQgs8nfzWn9VrgQj1m1YO9SRzzZI2sk00SkAY5IEekSVpEkBvyQP6R/96t9+g9ec/j1ilvMrNKPsh7eQWaI6kG</latexit>

vdog =

0

BB@

�0.124
0.430
�0.200
0.329

1

CCA

<latexit sha1_base64="7A8Mq63LMTMc+l3UeNcP10h1a/Y=">AAACOXicbVBNSxxBFHyjJjGTDzd6zKVRhFyy9KyCBiIIuXgRNsRVYWdZenrero09PUP3G3EZ5m958V94C3jQgyJe8wfSuyuSqAUNRdUr+r1KCq0ccf47mJmde/X6zfzb8N37Dx8XGp8W911eWokdmevcHibCoVYGO6RI42FhUWSJxoPk+MfYPzhB61Ru9mhUYC8TQ6MGSgryUr/RPulXMeEpVWk+rOutME5wqExVZIKsOq3Dr7wZtdZZHIe8ub7Gx8RLLc6n0lrrWxijSR8D/cYKb/IJ2HMSPZCVbbb76woA2v3GRZzmsszQkNTCuW7EC+pVwpKSGuswLh0WQh6LIXY9NSJD16sml9ds1SspG+TWP0Nsov6bqETm3ChL/KTf78g99cbiS163pMFmr1KmKAmNnH40KDWjnI1rZKmyKEmPPBHSKr8rk0fCCkm+7NCXED09+TnZbzUj3+5P38Z3mGIePsMyfIEINmAbdqANHZBwBpdwA7fBeXAd3AX309GZ4CGzBP8h+PMXGHGq4A==</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="QWAMEHLqCoErtEma6Wi/777uLqM=">AAACOXicbVDLSiNBFK12fMT2lRmXbgqD4MZQHQUVHAi4cRnBqJAOobr6JhZWVzdVt8XQ9G/NZv5idgNuXCji1h+w8kB8HSg4nHMPde+JMiUtMvbfm/kxOze/UFn0l5ZXVteqP3+d2zQ3AtoiVam5jLgFJTW0UaKCy8wATyIFF9H18ci/uAFjZarPcJhBN+EDLftScHRSr9q66RUhwi0WcTooy99+GMFA6iJLOBp5W/o7rB409mgY+qy+t8tGxEkNxibSbuPQD0HHb4FetcbqbAz6lQRTUiNTtHrVf2GcijwBjUJxazsBy7BbcINSKCj9MLeQcXHNB9BxVPMEbLcYX17SLafEtJ8a9zTSsfo+UfDE2mESuUm335X97I3E77xOjv2DbiF1liNoMfmonyuKKR3VSGNpQKAaOsKFkW5XKq644QJd2b4rIfh88ldy3qgHrt1TVmseTeuokA2ySbZJQPZJk5yQFmkTQf6QO/JAHr2/3r335D1PRme8aWadfID38gqQ96kA</latexit>

vthe =

0

BB@

0.234
0.266
0.239
�0.199

1

CCA

<latexit sha1_base64="odYGt+syjpaXyhzBR2lH0qeQ+vM=">AAACOHicbZBBSxtBFMffWtuma1tje6yHoSJ4adjVogYUBC/etGBUyIYwO3lJBmdnl5m3krDsZ+in6cWP0VvpxYMiXv0EnU2CWPUPAz/+7z3mvX+cKWkpCP54c6/mX795W3vnL7z/8HGxvvTpxKa5EdgSqUrNWcwtKqmxRZIUnmUGeRIrPI3P96v66QUaK1N9TOMMOwkfaNmXgpOzuvXDi24REY6ooCGW5a4fxTiQusgSTkaOSj9orG98Z1FUwebmDDaaFXwLGmGz6Ueoew/93fpK0AgmYs8hnMHK3vLPiAHAUbf+O+qlIk9Qk1Dc2nYYZNQpuCEpFJZ+lFvMuDjnA2w71DxB2ykmh5ds1Tk91k+Ne5rYxH08UfDE2nESu06339A+rVXmS7V2Tv3tTiF1lhNqMf2onytGKatSZD1pUJAaO+DCSLcrE0NuuCCXte9CCJ+e/BxO1huhS/CHS2MHpqrBF/gKaxDCFuzBARxBCwT8gr9wDTfepXfl3Xp309Y5bzbzGf6Td/8PLj6qUQ==</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="nKGHRyDYykkoHfjg5UdytxCiaVE=">AAACOHicbZBNSyNBEIZ7/Hb8iu7RS7NB8GKYUVEDCsJe9qbCRoVMCD2dStKkp2forgkJw/wsL/4Mb8tePLiIV3+BPXEQv15oeHiriq56w0QKg57315manpmdm19YdJeWV1bXKusblyZONYcGj2Wsr0NmQAoFDRQo4TrRwKJQwlU4+FXUr4agjYjVHxwn0IpYT4mu4Ayt1a6cDdtZgDDCDPuQ5yduEEJPqCyJGGoxyl2vtru3T4OggIODEvbqBex4Nb9edwNQnbf+dqXq1byJ6FfwS6iSUuftyl3QiXkagUIumTFN30uwlTGNgkvI3SA1kDA+YD1oWlQsAtPKJofndMs6HdqNtX0K6cR9P5GxyJhxFNpOu1/ffK4V5ne1Zordo1YmVJIiKP76UTeVFGNapEg7QgNHObbAuBZ2V8r7TDOONmvXhuB/PvkrXO7WfJvghVc9PS7jWCCb5CfZJj45JKfkNzknDcLJDflHHsh/59a5dx6dp9fWKaec+UE+yHl+AUjqqOo=</latexit>

vlanguage =

0

BB@

0.290
�0.441
0.762
0.982

1

CCA

<latexit sha1_base64="b4xc+Okp2p3fvc/1+aow+HYTGjA=">AAACPXicbZBNaxsxEIZn03y42yZ1m2MvIibQSxetCU0CKRh66aWQktgJeI3RymNHRKtdpNkQs+wf66X/obfecsmhpfTaa2U7hHy9IHh4ZwbNvGmhlSPOfwZLz5ZXVtcaz8MXL9c3XjVfv+m5vLQSuzLXuT1NhUOtDHZJkcbTwqLIUo0n6fmnWf3kAq1TuTmmaYGDTEyMGispyFvD5vHFsEoIL6nSwkxKMcG6/hgmKU6UqYpMkFWXdcij9j5nSRK+59HOTjwjHu1+aC9gf68dJmhGt/3DZotHfC72GOIbaHXYl6MrADgcNn8ko1yWGRqSWjjXj3lBg0pYUlJjHSalw0LIc79e36MRGbpBNb++ZtveGbFxbv0zxObu3YlKZM5Ns9R3+v3O3MPazHyq1i9pvDeolClKQiMXH41LzShnsyjZSFmUpKcehLTK78rkmbBCkg889CHED09+DL12FPMo/urTOICFGvAWtuAdxLALHfgMh9AFCd/gCn7B7+B7cB38Cf4uWpeCm5lNuKfg3386Saz9</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="QL8ADr7tR9srk1Wpqs+QUhsdqR4=">AAACPXicbZBLSywxEIXT6r1q672OunQTHAQ3Nulh8AEKghuXCo4K08OQztSMwXS6SarFoek/5sb/4M6dGxeKuHVr5oH4OhD4OFVFqk6cKWmRsXtvYnLqz9/pmVl/bv7f/4XK4tKpTXMjoCFSlZrzmFtQUkMDJSo4zwzwJFZwFl8eDOpnV2CsTPUJ9jNoJbynZVcKjs5qV06u2kWEcI2F4rqX8x6U5Z4fxdCTusgSjkZelz4LajuMRpG/wYJ6PRwQC7Y2ayPY2a75EejOR3+7UmUBG4r+hHAMVTLWUbtyF3VSkSegUShubTNkGbYKblAKBaUf5RYyLi7dek2HmidgW8Xw+pKuOadDu6lxTyMdup8nCp5Y209i1+n2u7DfawPzt1ozx+52q5A6yxG0GH3UzRXFlA6ipB1pQKDqO+DCSLcrFRfccIEucN+FEH4/+Sec1oKQBeExq+7vjuOYIStklayTkGyRfXJIjkiDCHJDHsgTefZuvUfvxXsdtU5445ll8kXe2zuyz6sd</latexit>

Another theme:
Word embeddings to neural networks
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Text Classification

4

• One of the most basic NLP tasks


• Input: a text


• Output: a label from a predefined set


• Learning problem: estimate the parameters of a function that maps 
a text to its label
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Example 1: Spam vs. Ham

5

• Input: email

• Output: spam/ham

• Setup:


- Get a large collection of example emails, each labeled “spam” or “ham”

- Note: someone has to hand label all this data!

- Goal: learn to predict labels of new, future emails



Berkeley CS 288 

Example 2: Topic Classification

6

Goal: classify documents into broad semantic topics (e.g., politics, sports, business, 
technology)


• Which one is the POLITICS document? Did this require a deep analysis?

Obama is hoping to rally support 
for his $825 billion stimulus 
package on the eve of a crucial 
House vote. Republicans have 
expressed reservations about 
the proposal, calling for more tax 
cuts and less spending. GOP 

California will open the 2009 
season at home against 
Maryland Sept. 5 and will play a 
total of six games in Memorial 
Stadium in the final football 
schedule announced by the 
Pacific-10 Conference Friday. 



Berkeley CS 288 

Example 3: Sentiment Analysis

7

Goal: detect the overall sentiment of the text

🤗

🙂

🤮

This movie was great! Will watch again

Not bad at all! but not a masterpiece

Could never enjoy, even with closed eyes

• Did this require more reasoning compared to categorization?
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This movie was great! Will watch again

Could never enjoy, even with closed eyes

Not bad at all! but not a masterpiece

Example 3: Sentiment Analysis

8

• Did this require more reasoning compared to categorization?


• Just spotting individual words is not enough

Goal: detect the overall sentiment of the text

🤗

🙂

🤮
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Text classification

9

Inputs: 

• A document  

• A set of classes  (m classes)


Output: 

• Predicted class  for document 

d

C

c ∈ C d

Movie was 
terrible

Amazing 
acting

Classify

Classify

Negative

Positive
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Rule-based text classification

10

IF there exists word w in document d such that w in [good, great, extra-ordinary, …],  
            THEN output Positive        
IF email address ends in [ithelpdesk.com, makemoney.com, spinthewheel.com, …] 
             THEN output SPAM


+ Can be very accurate (if rules carefully refined by expert, especially in narrow domains)


+ Interpretable


-  Rules may be hard to define (and some even unknown to us!)


-  Expensive


-  Not easily generalizable

https://github.com/cjhutto/vaderSentiment

http://ithelpdesk.com
http://makemoney.com
http://spinthewheel.com
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Supervised training: Let’s use statistics!

11

Let the machine figure out the best patterns using data


Inputs:


• Set of  classes 


• Set of  ‘labeled’ documents:  , 



Output:


• Trained classifier, 

m C

n {(d1, c1), (d2, c2), . . . , (dn, cn)}
di ∈ 𝒟, ci ∈ C

F : 𝒟 → C

Key questions:

a) What is the form of F?

b) How do we learn F?
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Types of supervised classifiers
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Naive Bayes Logistic regression

Support vector machines neural networks



Berkeley CS 288 

Logistic regression
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Logistic regression
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• Powerful supervised model


• Baseline approach for many NLP tasks


• It’s not a regression model (!)


• Binary (two classes) or multinomial (>2 classes)


• Foundation of neural networks

https://machine-learning.paperspace.com/wiki/logistic-regression
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Generative vs. discriminative models
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• Naive Bayes is a generative model


• Logistic regression is a discriminative model
<latexit sha1_base64="LTDphHDcTCbpDH27og9+W/HhU/Q=">AAACDHicbVDLTgIxFO3gC/GFunTTSExwQ2YMUZdENi4xkUcChHQ6BRrazqS9YyATPsCNv+LGhca49QPc+TcWmIWCJ2lycs65ub3HjwQ34LrfTmZtfWNzK7ud29nd2z/IHx41TBhryuo0FKFu+cQwwRWrAwfBWpFmRPqCNf1RdeY3H5g2PFT3MIlYV5KB4n1OCViply90gI0hIXogyXjaSyjucIWrU1wrWip5gINzm3JL7hx4lXgpKaAUtV7+qxOENJZMARXEmLbnRtC1S4BTwaa5TmxYROiIDFjbUkUkM91kfswUn1klwP1Q26cAz9XfEwmRxkykb5OSwNAsezPxP68dQ/+6m3AVxcAUXSzqxwJDiGfN4IBrRkFMLCFUc/tXTIdEEwq2v5wtwVs+eZU0LkreZal8Vy5UbtI6sugEnaIi8tAVqqBbVEN1RNEjekav6M15cl6cd+djEc046cwx+gPn8wdMmZp5</latexit>

argmaxc2CP (c | d)
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Generative classifiers

16

• Build a model of what is in a cat image
• Knows about whiskers, ears, eyes
• Assigns a probability to any image - 

how cat-y is this image?

• Also build a model for dog images

• Now given a new image:

• Run both models and see which one fits better
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Discriminative classifiers

17
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Overall process: Discriminative classifiers
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• Training phrase: 


1. Convert  into a vector representation 


2. Classification function to compute  using 


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm to minimize loss function e.g., stochastic gradient descent


• Test phase: Apply parameters to predict class given a new input  (feature 
representation of testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m
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Overall process: Discriminative classifiers
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• Training phrase: 


1. Convert  into a vector representation 


2. Classification function to compute  using 


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm to minimize loss function e.g., stochastic gradient descent


• Test phase: Apply parameters to predict class given a new input  (feature 
representation of testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m
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Naive option: Bag of words

20

The%Bag%of%Words%Representation

15
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It manages to be whimsical 
and romantic while laughing 
at the conventions of the 
fairy tale genre. I would 
recommend it to just about 
anyone. I've seen it several 
times, and I'm always happy 
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Bag of words

x = [x1, x2, . . . , xk]

In BoW representations,  and the vector has many zeros.k = |V |
: how many times the word “love” appears in x1 d
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Hand-crafted features

21
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Example: Sentence classification
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Remember that the 
values make up the  

feature vector!
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Overall process: Discriminative classifiers
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• Training phrase: 


1. Convert  into a vector representation 


2. Classification function to compute  using 


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm to minimize loss function e.g., stochastic gradient descent


• Test phase: Apply parameters to predict class given a new input  (feature 
representation of testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m
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Classification function

24

• Given: Input feature vector 


• Output:  and                   

x = [x1, x2, . . . , xk]

P(y = 1 |x) P(y = 0 |x) (binary classification)

Weight vector

• Given input features :     


• Therefore,

x z = w ⋅ x + b

w = [w1, w2, . . . , wk] bias

̂y = P(y = 1 ∣ x) = σ(w ⋅ x + b) =
1

1 + e−(w⋅x+b)

• Decision boundary:                      = {1 if  ̂y > 0.5
0 otherwise
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Example: Sentence classification
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• Assume weights  and bias w = [2.5, − 5.0, − 1.2,0.5,2.0,0.7] b = 0.1
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Overall process: Discriminative classifiers

26

• Training phrase: 


1. Convert  into a vector representation 


2. Classification function to compute  using 


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm to minimize loss function e.g., stochastic gradient descent


• Test phase: Apply parameters to predict class given a new input  (feature 
representation of testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m



Berkeley CS 288 

Loss function

27

• For n data points ,  = 0 or 1, 


• Classifier probability:  


• Loss:  

 
                   
           

(xi, yi) yi ̂yi = P(yi = 1 ∣ xi)

Πn
i=1P(yi ∣ xi) = Πn

i=1 ̂yyi
i (1 − ̂yi)1−yi

−log
n

∏
i=1

P(yi |xi) = −
n

∑
i=1

log P(yi |xi)

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]
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Properties of CE loss
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What values can this loss take? 
 
A) 0 to            B)  to          C)  to 0       D) 1 to 

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]

∞ −∞ ∞ −∞ ∞

• The answer is A) - Ranges from 0 (perfect predictions) to ∞



Berkeley CS 288 

Overall process: Discriminative classifiers
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• Training phrase: 


1. Convert  into a vector representation 


2. Classification function to compute  using 


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm to minimize loss function e.g., stochastic gradient descent


• Test phase: Apply parameters to predict class given a new input  (feature 
representation of testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m
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Optimization

30

• We have our classification function and loss function - how do we find the best  
and ?


• Cross entropy loss for logistic regression is convex (i.e. has only one global minimum) 
so gradient descent is guaranteed to find the minimum.


• Stochastic gradient descent: Use a mini-batch of training examples!

w
b
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Regularization

31

Training objective: 


This might fit the training set too well! (including noisy features), and lead 
to poor generalization to the unseen test set — Overfitting 

                 

̂θ = arg max
θ

n

∑
i=1

log P(yi |xi)

L2 regularization:


                ̂θ = arg max
θ

[
n

∑
i=1

log P(yi |xi) − α
d

∑
j=1

θ2
j ]
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Multinomial logistic regression

32

• What if we have more than 2 classes? 


• Need to model  


• Recall: Binary logistic regression


• Multinomial logistic regression


• Multinomial CE loss


                     

P(y = c |x) ∀c ∈ {1,…, m}

P(y = c |x) =
ezc

∑m
j=1 ezj

  where  zi = wi ⋅ x + bi

 
P(y = 1 |x) = σ(z)  where  z = w ⋅ x + b
P(y = 0 |x) = 1 − P(y = 1 |x)

             

 LCE( ̂y, y) = −
m

∑
c=1

1{y = c}log P(y = c |x)
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Multilayer Perceptron (MLP)
(Neural Networks!)
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A little about Neural Networks
for NLP
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Neural networks in NLP

35

Feed-forward NNs Recurrent NNs

Convolutional NNs Transformer
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NN “dark ages”
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• ConvNets: applied to MNIST by LeCun in 1998

• Long Short-term Memory Networks (LSTMs): Hochreiter 
and Schmidhuber 1997

• Henderson 2003: neural shift-reduce parser, not SOTA

• Neural network algorithms date from the 80s

Slide credit: Greg Durrett
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2008—2013: A glimmer of light

37

• Collobert and Weston 2011: “NLP (almost) from 
Scratch” 

• Feedforward NNs can replace “feature engineering”

• 2008 version was marred by bad experiments, 

claimed SOTA but wasn’t, 2011 version tied SOTA

• Krizhevskey et al, 2012: AlexNet for ImageNet Classification

• Socher 2011-2014: tree-structured RNNs working okay

Slide credit: Greg Durrett



Berkeley CS 288 

2014: Stuff starts working

38

• Kim (2014) + Kalchbrenner et al, 2014: sentence classification 

• ConvNets work for NLP!

• Sutskever et al, 2014: sequence-to-sequence for neural MT

• LSTMs work for NLP!

• Chen and Manning 2014: dependency parsing

• Even feedforward networks work well for NLP!

• 2015: explosion of neural networks for everything under the sun

• 2018-2019: NLP has entered the era of pre-trained models (ELMo, GPT, BERT)

• 2020+: the emergence of large language models (GPT-3, ChatGPT, OpenAI o1/DeepSeek R1)
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Why didn’t they work before?

39

• Datasets too small: for machine translation, not really better until you have 
1M+ parallel sentences (and really need a lot more)

• Optimization not well understood: good initialization, per-feature scaling + 
momentum (Adagrad/Adam) work best out-of-the-box

• Regularization: dropout is pretty helpful

• Computers not big enough: can’t run for enough iterations

• Inputs: need word embeddings to have the right continuous semantics

Slide credit: Greg Durrett
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The “promise” of deep learning

40

• Most NLP works in the past focused on human-designed representations and input 
features

• Representation learning attempts to automatically 
learn good features and representations

• Deep learning attempts to learn multiple levels of 
representations on increasing complexity/abstraction
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Multilayer Perceptron (MLP)
(Neural Networks!)
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MLP

42

• The units are connected with no cycles

• The outputs from units in each layer are passed to units in the next higher layer

• No outputs are passed back to lower layers

Fully-connected (FC) layers:
All the units from one layer are fully 
connected to every unit of the next layer.

1. We’ll assume we already have the input vector  with fixed  (here, ), and 
learn how MLP works.


2. After that, we’ll learn how to get  for the text input.

x ∈ ℝd d d = 3

x ∈ ℝd
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MLP

43

x1

x2

x3

h(1)
1

o
h(1)

2

h(1)
3

h(1)
4

h(2)
1

h(2)
2

h(2)
3

h(2)
4

non-linearity f: ,  or ReLU.σ tanh

x1

x2

x3

x4

x5

�(w · x)

w1

w2

w3

w4

w5

x1

x2

x3

x4

x5

�(w · x)

w1

w2

w3

w4

w5

non-linear activationLinear (dot product)

d = 3
d1 = 4 d2 = 4

Bias term omitted for simplicity
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MLP
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x1

x2

x3

h(1)
1

o
h(1)

2

h(1)
3

h(1)
4

h(2)
1

h(2)
2

h(2)
3

h(2)
4

d = 3
d1 = 4 d2 = 4

Bias term omitted for simplicity

Quick quiz: For , what is the size of ?


(a)          (b) 

h = W(1)x W(1)

d × d1 d1 × d

Answer is (b).
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Activation functions

45

sigmoid

f(z) =
1

1 + e�z
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f 0(z) = f(z)⇥ (1� f(z))
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tanh

f 0(z) = 1� f(z)2
<latexit sha1_base64="MqVGA4i/sJsTCssjlSr5qxWmCNA=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFrAtLUgTdCEU3LivYC7SxTKaTduhkEmYmYg19FTcuFHHri7jzbZy2WWj1h4GP/5zDOfP7MWdKO86XlVtaXlldy68XNja3tnfs3WJTRYkktEEiHsm2jxXlTNCGZprTdiwpDn1OW/7oalpv3VOpWCRu9TimXogHggWMYG2snl0MjsqPx+gCuegEBQbvqj275FScmdBfcDMoQaZ6z/7s9iOShFRowrFSHdeJtZdiqRnhdFLoJorGmIzwgHYMChxS5aWz2yfo0Dh9FETSPKHRzP05keJQqXHom84Q66FarE3N/2qdRAfnXspEnGgqyHxRkHCkIzQNAvWZpETzsQFMJDO3IjLEEhNt4iqYENzFL/+FZrXiOhX35rRUu8ziyMM+HEAZXDiDGlxDHRpA4AGe4AVerYn1bL1Z7/PWnJXN7MEvWR/fnxSRkw==</latexit><latexit sha1_base64="MqVGA4i/sJsTCssjlSr5qxWmCNA=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFrAtLUgTdCEU3LivYC7SxTKaTduhkEmYmYg19FTcuFHHri7jzbZy2WWj1h4GP/5zDOfP7MWdKO86XlVtaXlldy68XNja3tnfs3WJTRYkktEEiHsm2jxXlTNCGZprTdiwpDn1OW/7oalpv3VOpWCRu9TimXogHggWMYG2snl0MjsqPx+gCuegEBQbvqj275FScmdBfcDMoQaZ6z/7s9iOShFRowrFSHdeJtZdiqRnhdFLoJorGmIzwgHYMChxS5aWz2yfo0Dh9FETSPKHRzP05keJQqXHom84Q66FarE3N/2qdRAfnXspEnGgqyHxRkHCkIzQNAvWZpETzsQFMJDO3IjLEEhNt4iqYENzFL/+FZrXiOhX35rRUu8ziyMM+HEAZXDiDGlxDHRpA4AGe4AVerYn1bL1Z7/PWnJXN7MEvWR/fnxSRkw==</latexit><latexit sha1_base64="MqVGA4i/sJsTCssjlSr5qxWmCNA=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFrAtLUgTdCEU3LivYC7SxTKaTduhkEmYmYg19FTcuFHHri7jzbZy2WWj1h4GP/5zDOfP7MWdKO86XlVtaXlldy68XNja3tnfs3WJTRYkktEEiHsm2jxXlTNCGZprTdiwpDn1OW/7oalpv3VOpWCRu9TimXogHggWMYG2snl0MjsqPx+gCuegEBQbvqj275FScmdBfcDMoQaZ6z/7s9iOShFRowrFSHdeJtZdiqRnhdFLoJorGmIzwgHYMChxS5aWz2yfo0Dh9FETSPKHRzP05keJQqXHom84Q66FarE3N/2qdRAfnXspEnGgqyHxRkHCkIzQNAvWZpETzsQFMJDO3IjLEEhNt4iqYENzFL/+FZrXiOhX35rRUu8ziyMM+HEAZXDiDGlxDHRpA4AGe4AVerYn1bL1Z7/PWnJXN7MEvWR/fnxSRkw==</latexit><latexit sha1_base64="MqVGA4i/sJsTCssjlSr5qxWmCNA=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFrAtLUgTdCEU3LivYC7SxTKaTduhkEmYmYg19FTcuFHHri7jzbZy2WWj1h4GP/5zDOfP7MWdKO86XlVtaXlldy68XNja3tnfs3WJTRYkktEEiHsm2jxXlTNCGZprTdiwpDn1OW/7oalpv3VOpWCRu9TimXogHggWMYG2snl0MjsqPx+gCuegEBQbvqj275FScmdBfcDMoQaZ6z/7s9iOShFRowrFSHdeJtZdiqRnhdFLoJorGmIzwgHYMChxS5aWz2yfo0Dh9FETSPKHRzP05keJQqXHom84Q66FarE3N/2qdRAfnXspEnGgqyHxRkHCkIzQNAvWZpETzsQFMJDO3IjLEEhNt4iqYENzFL/+FZrXiOhX35rRUu8ziyMM+HEAZXDiDGlxDHRpA4AGe4AVerYn1bL1Z7/PWnJXN7MEvWR/fnxSRkw==</latexit>

f(z) =
e2z � 1

e2z + 1
<latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="ntnODkgzo3T4kCfyY+K/0V4NGOg=">AAACAnicbZDLSgMxGIX/qbdaq45u3QSrUBHLTDe6EQQ3LivYC7RjyaSZNjSTGZKM0A7zAm58FTcuFPEh3Pk2phdBWw8EPs5J+PMfP+ZMacf5snIrq2vrG/nNwlZxe2fX3is2VJRIQusk4pFs+VhRzgSta6Y5bcWS4tDntOkPryd584FKxSJxp0cx9ULcFyxgBGtjde2joDw+QZeoE0hMUnqfVscZOkNu9sOnhrt2yak4U6FlcOdQgrlqXfuz04tIElKhCcdKtV0n1l6KpWaE06zQSRSNMRniPm0bFDikykun22To2Dg9FETSHKHR1P39IsWhUqPQNzdDrAdqMZuY/2XtRAcXXspEnGgqyGxQkHCkIzSpBvWYpETzkQFMJDN/RWSATS/aFFgwJbiLKy9Do1pxnYp760AeDuAQyuDCOVzBDdSgDgQe4Rle4c16sl6s91ldOWve2z78kfXxDYg8mDk=</latexit><latexit sha1_base64="ntnODkgzo3T4kCfyY+K/0V4NGOg=">AAACAnicbZDLSgMxGIX/qbdaq45u3QSrUBHLTDe6EQQ3LivYC7RjyaSZNjSTGZKM0A7zAm58FTcuFPEh3Pk2phdBWw8EPs5J+PMfP+ZMacf5snIrq2vrG/nNwlZxe2fX3is2VJRIQusk4pFs+VhRzgSta6Y5bcWS4tDntOkPryd584FKxSJxp0cx9ULcFyxgBGtjde2joDw+QZeoE0hMUnqfVscZOkNu9sOnhrt2yak4U6FlcOdQgrlqXfuz04tIElKhCcdKtV0n1l6KpWaE06zQSRSNMRniPm0bFDikykun22To2Dg9FETSHKHR1P39IsWhUqPQNzdDrAdqMZuY/2XtRAcXXspEnGgqyGxQkHCkIzSpBvWYpETzkQFMJDN/RWSATS/aFFgwJbiLKy9Do1pxnYp760AeDuAQyuDCOVzBDdSgDgQe4Rle4c16sl6s91ldOWve2z78kfXxDYg8mDk=</latexit><latexit sha1_base64="fVWwQ1I2ofWM38dTM+TFffdN8og=">AAACDXicbZC7SgNBFIbPxluMt1VLm8EoRMSwm0YbIWhjGcFcIFnD7GQ2GZy9MDMrJMu+gI2vYmOhiK29nW/jJFlBE38Y+PjPOZw5vxtxJpVlfRm5hcWl5ZX8amFtfWNzy9zeacgwFoTWSchD0XKxpJwFtK6Y4rQVCYp9l9Ome3c5rjfvqZAsDG7UMKKOj/sB8xjBSltd88ArjY7QOep4ApOE3iaVUYpOkJ3+8LHmrlm0ytZEaB7sDIqQqdY1Pzu9kMQ+DRThWMq2bUXKSbBQjHCaFjqxpBEmd7hP2xoD7FPpJJNrUnSonR7yQqFfoNDE/T2RYF/Koe/qTh+rgZytjc3/au1YeWdOwoIoVjQg00VezJEK0Tga1GOCEsWHGjARTP8VkQHWuSgdYEGHYM+ePA+NStm2yva1VaxeZHHkYQ/2oQQ2nEIVrqAGdSDwAE/wAq/Go/FsvBnv09ackc3swh8ZH98g0pmt</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit><latexit sha1_base64="G6vDyYAGjQKIG18jOKg0BSVdk0w=">AAACDXicbZDLSgMxFIYz9VbrbdSlm2AVKmKZKYJuhKIblxXsBdpaMumZNjRzIckI7TAv4MZXceNCEbfu3fk2pu0I2vpD4OM/53ByfifkTCrL+jIyC4tLyyvZ1dza+sbmlrm9U5NBJChUacAD0XCIBM58qCqmODRCAcRzONSdwdW4Xr8HIVng36phCG2P9HzmMkqUtjrmgVsYHeEL3HIFoTHcxaVRgk+wnfzwseaOmbeK1kR4HuwU8ihVpWN+troBjTzwFeVEyqZthaodE6EY5ZDkWpGEkNAB6UFTo088kO14ck2CD7XTxW4g9PMVnri/J2LiSTn0HN3pEdWXs7Wx+V+tGSn3vB0zP4wU+HS6yI04VgEeR4O7TABVfKiBUMH0XzHtE52L0gHmdAj27MnzUCsVbato35zmy5dpHFm0h/ZRAdnoDJXRNaqgKqLoAT2hF/RqPBrPxpvxPm3NGOnMLvoj4+MbIhKZsQ==</latexit>

f(z) = max(0, z)
<latexit sha1_base64="kxOkDi9OteK9stnv3AMxRIaEm4s=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCC1ISEfQiFL14rGA/oA1ls920SzebsLtR29qf4sWDIl79Jd78N27bHLT1wcDjvRlm5vkxZ0o7zreVWVldW9/Ibua2tnd29+z8fl1FiSS0RiIeyaaPFeVM0JpmmtNmLCkOfU4b/uB66jfuqVQsEnd6GFMvxD3BAkawNlLHzgfFUQldonaIH4vOCRqVOnbBKTszoGXipqQAKaod+6vdjUgSUqEJx0q1XCfW3hhLzQink1w7UTTGZIB7tGWowCFV3nh2+gQdG6WLgkiaEhrN1N8TYxwqNQx90xli3VeL3lT8z2slOrjwxkzEiaaCzBcFCUc6QtMcUJdJSjQfGoKJZOZWRPpYYqJNWjkTgrv48jKpn5Zdp+zenhUqV2kcWTiEIyiCC+dQgRuoQg0IPMAzvMKb9WS9WO/Wx7w1Y6UzB/AH1ucPEqeR7A==</latexit><latexit sha1_base64="kxOkDi9OteK9stnv3AMxRIaEm4s=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCC1ISEfQiFL14rGA/oA1ls920SzebsLtR29qf4sWDIl79Jd78N27bHLT1wcDjvRlm5vkxZ0o7zreVWVldW9/Ibua2tnd29+z8fl1FiSS0RiIeyaaPFeVM0JpmmtNmLCkOfU4b/uB66jfuqVQsEnd6GFMvxD3BAkawNlLHzgfFUQldonaIH4vOCRqVOnbBKTszoGXipqQAKaod+6vdjUgSUqEJx0q1XCfW3hhLzQink1w7UTTGZIB7tGWowCFV3nh2+gQdG6WLgkiaEhrN1N8TYxwqNQx90xli3VeL3lT8z2slOrjwxkzEiaaCzBcFCUc6QtMcUJdJSjQfGoKJZOZWRPpYYqJNWjkTgrv48jKpn5Zdp+zenhUqV2kcWTiEIyiCC+dQgRuoQg0IPMAzvMKb9WS9WO/Wx7w1Y6UzB/AH1ucPEqeR7A==</latexit><latexit sha1_base64="kxOkDi9OteK9stnv3AMxRIaEm4s=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCC1ISEfQiFL14rGA/oA1ls920SzebsLtR29qf4sWDIl79Jd78N27bHLT1wcDjvRlm5vkxZ0o7zreVWVldW9/Ibua2tnd29+z8fl1FiSS0RiIeyaaPFeVM0JpmmtNmLCkOfU4b/uB66jfuqVQsEnd6GFMvxD3BAkawNlLHzgfFUQldonaIH4vOCRqVOnbBKTszoGXipqQAKaod+6vdjUgSUqEJx0q1XCfW3hhLzQink1w7UTTGZIB7tGWowCFV3nh2+gQdG6WLgkiaEhrN1N8TYxwqNQx90xli3VeL3lT8z2slOrjwxkzEiaaCzBcFCUc6QtMcUJdJSjQfGoKJZOZWRPpYYqJNWjkTgrv48jKpn5Zdp+zenhUqV2kcWTiEIyiCC+dQgRuoQg0IPMAzvMKb9WS9WO/Wx7w1Y6UzB/AH1ucPEqeR7A==</latexit><latexit sha1_base64="kxOkDi9OteK9stnv3AMxRIaEm4s=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCC1ISEfQiFL14rGA/oA1ls920SzebsLtR29qf4sWDIl79Jd78N27bHLT1wcDjvRlm5vkxZ0o7zreVWVldW9/Ibua2tnd29+z8fl1FiSS0RiIeyaaPFeVM0JpmmtNmLCkOfU4b/uB66jfuqVQsEnd6GFMvxD3BAkawNlLHzgfFUQldonaIH4vOCRqVOnbBKTszoGXipqQAKaod+6vdjUgSUqEJx0q1XCfW3hhLzQink1w7UTTGZIB7tGWowCFV3nh2+gQdG6WLgkiaEhrN1N8TYxwqNQx90xli3VeL3lT8z2slOrjwxkzEiaaCzBcFCUc6QtMcUJdJSjQfGoKJZOZWRPpYYqJNWjkTgrv48jKpn5Zdp+zenhUqV2kcWTiEIyiCC+dQgRuoQg0IPMAzvMKb9WS9WO/Wx7w1Y6UzB/AH1ucPEqeR7A==</latexit>

ReLU  
(rectified linear unit)

f 0(z) =

(
1 z > 0

0 z < 0
<latexit sha1_base64="9/X76zUp6jklbnfvYpAmK6D/r4Q=">AAACH3icbZDLSgMxFIYzXmu9VV26CRa1bsqMiLpQKbpxWcFeoFNKJj3ThmYyQ5IR2qFv4sZXceNCEXHXtzFtZ6GtBwIf/39OkvN7EWdK2/bIWlhcWl5Zzaxl1zc2t7ZzO7tVFcaSQoWGPJR1jyjgTEBFM82hHkkggceh5vXuxn7tCaRioXjU/QiaAekI5jNKtJFauXP/uDA4wdfY9aDDRELNXWqIHXyEB/gG266L7QlfGQbRThtaubxdtCeF58FJIY/SKrdy3247pHEAQlNOlGo4dqSbCZGaUQ7DrBsriAjtkQ40DAoSgGomk/2G+NAobeyH0hyh8UT9PZGQQKl+4JnOgOiumvXG4n9eI9b+ZTNhIoo1CDp9yI851iEeh4XbTALVvG+AUMnMXzHtEkmoNpFmTQjO7MrzUD0tOnbReTjLl27TODJoHx2gAnLQBSqhe1RGFUTRM3pF7+jDerHerE/ra9q6YKUze+hPWaMfrzyfEQ==</latexit><latexit sha1_base64="9/X76zUp6jklbnfvYpAmK6D/r4Q=">AAACH3icbZDLSgMxFIYzXmu9VV26CRa1bsqMiLpQKbpxWcFeoFNKJj3ThmYyQ5IR2qFv4sZXceNCEXHXtzFtZ6GtBwIf/39OkvN7EWdK2/bIWlhcWl5Zzaxl1zc2t7ZzO7tVFcaSQoWGPJR1jyjgTEBFM82hHkkggceh5vXuxn7tCaRioXjU/QiaAekI5jNKtJFauXP/uDA4wdfY9aDDRELNXWqIHXyEB/gG266L7QlfGQbRThtaubxdtCeF58FJIY/SKrdy3247pHEAQlNOlGo4dqSbCZGaUQ7DrBsriAjtkQ40DAoSgGomk/2G+NAobeyH0hyh8UT9PZGQQKl+4JnOgOiumvXG4n9eI9b+ZTNhIoo1CDp9yI851iEeh4XbTALVvG+AUMnMXzHtEkmoNpFmTQjO7MrzUD0tOnbReTjLl27TODJoHx2gAnLQBSqhe1RGFUTRM3pF7+jDerHerE/ra9q6YKUze+hPWaMfrzyfEQ==</latexit><latexit sha1_base64="9/X76zUp6jklbnfvYpAmK6D/r4Q=">AAACH3icbZDLSgMxFIYzXmu9VV26CRa1bsqMiLpQKbpxWcFeoFNKJj3ThmYyQ5IR2qFv4sZXceNCEXHXtzFtZ6GtBwIf/39OkvN7EWdK2/bIWlhcWl5Zzaxl1zc2t7ZzO7tVFcaSQoWGPJR1jyjgTEBFM82hHkkggceh5vXuxn7tCaRioXjU/QiaAekI5jNKtJFauXP/uDA4wdfY9aDDRELNXWqIHXyEB/gG266L7QlfGQbRThtaubxdtCeF58FJIY/SKrdy3247pHEAQlNOlGo4dqSbCZGaUQ7DrBsriAjtkQ40DAoSgGomk/2G+NAobeyH0hyh8UT9PZGQQKl+4JnOgOiumvXG4n9eI9b+ZTNhIoo1CDp9yI851iEeh4XbTALVvG+AUMnMXzHtEkmoNpFmTQjO7MrzUD0tOnbReTjLl27TODJoHx2gAnLQBSqhe1RGFUTRM3pF7+jDerHerE/ra9q6YKUze+hPWaMfrzyfEQ==</latexit><latexit sha1_base64="9/X76zUp6jklbnfvYpAmK6D/r4Q=">AAACH3icbZDLSgMxFIYzXmu9VV26CRa1bsqMiLpQKbpxWcFeoFNKJj3ThmYyQ5IR2qFv4sZXceNCEXHXtzFtZ6GtBwIf/39OkvN7EWdK2/bIWlhcWl5Zzaxl1zc2t7ZzO7tVFcaSQoWGPJR1jyjgTEBFM82hHkkggceh5vXuxn7tCaRioXjU/QiaAekI5jNKtJFauXP/uDA4wdfY9aDDRELNXWqIHXyEB/gG266L7QlfGQbRThtaubxdtCeF58FJIY/SKrdy3247pHEAQlNOlGo4dqSbCZGaUQ7DrBsriAjtkQ40DAoSgGomk/2G+NAobeyH0hyh8UT9PZGQQKl+4JnOgOiumvXG4n9eI9b+ZTNhIoo1CDp9yI851iEeh4XbTALVvG+AUMnMXzHtEkmoNpFmTQjO7MrzUD0tOnbReTjLl27TODJoHx2gAnLQBSqhe1RGFUTRM3pF7+jDerHerE/ra9q6YKUze+hPWaMfrzyfEQ==</latexit>

Activation function f is applied element-wise: f([z1, z2, z3]) = [f(z1), f(z2), f(z3)]
<latexit sha1_base64="nb0Ya5OXLynEy63m+VxQ8PVH0Sw=">AAACFnicbVDLSgMxFM34rPU16tJNsAgt1DLTCroRim5cVrAPmA5DJs20oZnMkGSEtvQr3Pgrblwo4lbc+Tdm2llo64HkHs65l+QeP2ZUKsv6NlZW19Y3NnNb+e2d3b198+CwJaNEYNLEEYtEx0eSMMpJU1HFSCcWBIU+I21/eJP67QciJI34vRrFxA1Rn9OAYqS05JlnQdEZe3YZjr1qetXcEryCTlDUYqkM01rNaq3kembBqlgzwGViZ6QAMjQ886vbi3ASEq4wQ1I6thUrd4KEopiRab6bSBIjPER94mjKUUikO5mtNYWnWunBIBL6cAVn6u+JCQqlHIW+7gyRGshFLxX/85xEBZfuhPI4UYTj+UNBwqCKYJoR7FFBsGIjTRAWVP8V4gESCCudZF6HYC+uvExa1YptVey780L9OosjB47BCSgCG1yAOrgFDdAEGDyCZ/AK3own48V4Nz7mrStGNnME/sD4/AGnpJqo</latexit><latexit sha1_base64="nb0Ya5OXLynEy63m+VxQ8PVH0Sw=">AAACFnicbVDLSgMxFM34rPU16tJNsAgt1DLTCroRim5cVrAPmA5DJs20oZnMkGSEtvQr3Pgrblwo4lbc+Tdm2llo64HkHs65l+QeP2ZUKsv6NlZW19Y3NnNb+e2d3b198+CwJaNEYNLEEYtEx0eSMMpJU1HFSCcWBIU+I21/eJP67QciJI34vRrFxA1Rn9OAYqS05JlnQdEZe3YZjr1qetXcEryCTlDUYqkM01rNaq3kembBqlgzwGViZ6QAMjQ886vbi3ASEq4wQ1I6thUrd4KEopiRab6bSBIjPER94mjKUUikO5mtNYWnWunBIBL6cAVn6u+JCQqlHIW+7gyRGshFLxX/85xEBZfuhPI4UYTj+UNBwqCKYJoR7FFBsGIjTRAWVP8V4gESCCudZF6HYC+uvExa1YptVey780L9OosjB47BCSgCG1yAOrgFDdAEGDyCZ/AK3own48V4Nz7mrStGNnME/sD4/AGnpJqo</latexit><latexit sha1_base64="nb0Ya5OXLynEy63m+VxQ8PVH0Sw=">AAACFnicbVDLSgMxFM34rPU16tJNsAgt1DLTCroRim5cVrAPmA5DJs20oZnMkGSEtvQr3Pgrblwo4lbc+Tdm2llo64HkHs65l+QeP2ZUKsv6NlZW19Y3NnNb+e2d3b198+CwJaNEYNLEEYtEx0eSMMpJU1HFSCcWBIU+I21/eJP67QciJI34vRrFxA1Rn9OAYqS05JlnQdEZe3YZjr1qetXcEryCTlDUYqkM01rNaq3kembBqlgzwGViZ6QAMjQ886vbi3ASEq4wQ1I6thUrd4KEopiRab6bSBIjPER94mjKUUikO5mtNYWnWunBIBL6cAVn6u+JCQqlHIW+7gyRGshFLxX/85xEBZfuhPI4UYTj+UNBwqCKYJoR7FFBsGIjTRAWVP8V4gESCCudZF6HYC+uvExa1YptVey780L9OosjB47BCSgCG1yAOrgFDdAEGDyCZ/AK3own48V4Nz7mrStGNnME/sD4/AGnpJqo</latexit><latexit sha1_base64="nb0Ya5OXLynEy63m+VxQ8PVH0Sw=">AAACFnicbVDLSgMxFM34rPU16tJNsAgt1DLTCroRim5cVrAPmA5DJs20oZnMkGSEtvQr3Pgrblwo4lbc+Tdm2llo64HkHs65l+QeP2ZUKsv6NlZW19Y3NnNb+e2d3b198+CwJaNEYNLEEYtEx0eSMMpJU1HFSCcWBIU+I21/eJP67QciJI34vRrFxA1Rn9OAYqS05JlnQdEZe3YZjr1qetXcEryCTlDUYqkM01rNaq3kembBqlgzwGViZ6QAMjQ886vbi3ASEq4wQ1I6thUrd4KEopiRab6bSBIjPER94mjKUUikO5mtNYWnWunBIBL6cAVn6u+JCQqlHIW+7gyRGshFLxX/85xEBZfuhPI4UYTj+UNBwqCKYJoR7FFBsGIjTRAWVP8V4gESCCudZF6HYC+uvExa1YptVey780L9OosjB47BCSgCG1yAOrgFDdAEGDyCZ/AK3own48V4Nz7mrStGNnME/sD4/AGnpJqo</latexit>
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• Input layer: 

W(2) 2 Rd2⇥d1 ,b(2) 2 Rd2
<latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit>

• Hidden layer 2: 
h2 = f(W(2)h1 + b(2)) 2 Rd2

<latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit>

• Hidden layer 1: 
h1 = f(W(1)x+ b(1)) 2 Rd1

<latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit>

W(1) 2 Rd1⇥d,b(1) 2 Rd1
<latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit>

• Output layer:
<latexit sha1_base64="/yZ+6v25XqYA1TyCtPs/UKHxpi8=">AAACQnicbVDLSgMxFM3UV62vqks3wSJUkDJTiroRit24rGIf0qlDJs20oZnMkGSEMsy3ufEL3PkBblwo4taFaTsFbT0QOPece7k3xw0Zlco0X4zM0vLK6lp2PbexubW9k9/da8ogEpg0cMAC0XaRJIxy0lBUMdIOBUG+y0jLHdbGfuuBCEkDfqtGIen6qM+pRzFSWnLyd7aP1MD14lECL+CsaCX3cTE4Tmb1IHHKJwsutClPRTe+0WIN2or6RMKeU06cfMEsmRPARWKlpABS1J38s90LcOQTrjBDUnYsM1TdGAlFMSNJzo4kCREeoj7paMqR3tSNJxEk8EgrPegFQj+u4ET9PREjX8qR7+rO8cFy3huL/3mdSHnn3ZjyMFKE4+kiL2JQBXCcJ+xRQbBiI00QFlTfCvEACYSVTj2nQ7Dmv7xImuWSdVqqXFcK1cs0jiw4AIegCCxwBqrgCtRBA2DwCF7BO/gwnow349P4mrZmjHRmH/yB8f0DRUCxLg==</latexit>

y = W(o)h2,W
(o) 2 RC⇥d2

C: number of classes

d: input dimension, : hidden dimensionsd1, d2

h1 = f(W(1)x+ b(1)) 2 Rd1
<latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit>
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For , what is the value of ?x1 = x2 = x3 = 1 h(1)
1

(a) 0 (b) -1 (c) 1 (d) 2 

Correct: (a), because of the RELU:

 max(2 x 1 + (-3) x 1 + 0 x 1, 0) = max(-1, 0) = 0

(Bias terms omitted in 
the next few slides)

ReLU ReLUx1

x2

x3

h(1)
1

h(1)
2

h(2)
1

h(2)
2

o

2
-1

-3
1

0
2

1
2

2
-2

-1

2
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h(1) = ReLU(W(1)x) What is the matrix ?W(1)

(b) [ 2 −3 0
−1 1 2](a) [

2 −1
−3 1
0 2 ] (c) [1 2

2 −2]
Correct: (b).  is a 2 x 3 matrix.W(1)

ReLU ReLUx1

x2

x3

h(1)
1

h(1)
2

h(2)
1

h(2)
2

o

2
-1

-3
1

0
2

1
2

2
-2

-1

2

(Bias terms omitted in 
the next few slides)
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<latexit sha1_base64="/yZ+6v25XqYA1TyCtPs/UKHxpi8=">AAACQnicbVDLSgMxFM3UV62vqks3wSJUkDJTiroRit24rGIf0qlDJs20oZnMkGSEMsy3ufEL3PkBblwo4taFaTsFbT0QOPece7k3xw0Zlco0X4zM0vLK6lp2PbexubW9k9/da8ogEpg0cMAC0XaRJIxy0lBUMdIOBUG+y0jLHdbGfuuBCEkDfqtGIen6qM+pRzFSWnLyd7aP1MD14lECL+CsaCX3cTE4Tmb1IHHKJwsutClPRTe+0WIN2or6RMKeU06cfMEsmRPARWKlpABS1J38s90LcOQTrjBDUnYsM1TdGAlFMSNJzo4kCREeoj7paMqR3tSNJxEk8EgrPegFQj+u4ET9PREjX8qR7+rO8cFy3huL/3mdSHnn3ZjyMFKE4+kiL2JQBXCcJ+xRQbBiI00QFlTfCvEACYSVTj2nQ7Dmv7xImuWSdVqqXFcK1cs0jiw4AIegCCxwBqrgCtRBA2DwCF7BO/gwnow349P4mrZmjHRmH/yB8f0DRUCxLg==</latexit>

y = W(o)h2,W
(o) 2 RC⇥d2

ŷ = softmax(y) softmax(y)k =
exp(yk)

∑C
j=1 exp(yj)

y = [y1, y2, …, yC]

Training loss: 

 min − ∑
(x,y)∈D

log ŷy
W(1), W(2), W(o)

Training feedforward NNs: 
stochastic gradient descent!

Neural networks are difficult to optimize. 
SGD can only converge to local minimum.

Initializations and optimizers matter a lot!
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Forward step 1: 
Compute h(1)

1 , h(1)
2

y1

y2

y3

ReLU ReLU
x1

x2

x3

h(1)
1

h(1)
2

h(2)
1

h(2)
2

Forward step 2: 
Compute h(2)

1 , h(2)
2

Forward step 3: 
Compute  and y1, y2, y3
[ ̂y1, ̂y2, ̂y3] = softmax[y1, y2, y3]

Forward step 4: 
Compute loss 
L = − log ŷy

Back propagation: 
from output to input layer

Back step 1: 
Compute 

 
∂L
∂y1

,
∂L
∂y2

,
∂L
∂y3

Back step 2: 
Compute 

∂L
∂h(2)

1
,

∂L
∂h(2)

2
,

∂L
∂W(o)

Back step 3: 
Compute 

∂L
∂h(1)

1
,

∂L
∂h(1)

2
,

∂L
∂W(2)

L

Goal: 

, 

, 

∂L
∂W(1)

∂L
∂W(2)

∂L
∂W(o)

Forward propagation: 
from input to output layer

Given:   
and the class 

label  
(a single training 

example)

x1, x2, x3

y

Back step 4: 
Compute 

∂L
∂W(1)

W(o)W(2)W(1)
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PyTorch did back-propagation for you in this one line of code!
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label = “dog”

label = positive 
a sometimes tedious film
i had to look away - this was god awful .
a gorgeous , witty , seductive movie .

• Images: fixed-size input, continuous values

• Text: variable-length input, discrete words

How do we get  for the text input?  We’ll look into this next!x ∈ ℝd →



Jan 29 lecture starts from here



CS 288 Advanced Natural Language Processing
Course website: cal-cs288.github.io/sp26 

Ed: edstem.org/us/join/XvztdK 

• Class starts at 15:40!


• Questions about A1: Ed or GSI office hours!


• Lecture plan: Finish text classification (15min)  sequence models 
(65min)

→

https://cal-cs288.github.io/sp26/
https://edstem.org/us/join/XvztdK
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• Text classification: One of the basic NLP tasks!


• Input: a pice of text; Output: a class label 


• Examples: spam vs. ham, topic classification, sentiment analysis


• Traditionally rule-based systems  No! Let’s use statistics!


• Logistic regression


• Given: Input vector  (we’ll talk about how to get  in a sec)

     

y ∈ C

→

x = [x1, x2, . . . , xk] x
̂y = P(y = 1 ∣ x) = σ(w ⋅ x + b) =

1
1 + e−(w⋅x+b)
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Recap: Text classification (2/2)
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• Multilayer perceptron — Neural networks!

• Given: Input vector x = [x1, x2, . . . , xk]

W(2) 2 Rd2⇥d1 ,b(2) 2 Rd2
<latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit><latexit sha1_base64="Nn6kKAXiHkkWvk29ucTEHXmcjE8=">AAACQHicfVDPS8MwGE39OeevqUcvwSFMkNEOQY9DLx6nuHWw1pKm6RaWpiVJhVH6p3nxT/Dm2YsHRbx6Mtsq6CY+CDze9z2+l+cnjEplmk/GwuLS8spqaa28vrG5tV3Z2e3IOBWYtHHMYtH1kSSMctJWVDHSTQRBkc+I7Q8vxnP7jghJY36jRglxI9TnNKQYKS15FduJkBr4YWbnt1mtcZRDh3I4Ff3sWouB14COohGRMPCs/Bh+O/x/HLlXqZp1cwI4T6yCVEGBlld5dIIYpxHhCjMkZc8yE+VmSCiKGcnLTipJgvAQ9UlPU450IDebFJDDQ60EMIyFflzBifrTkaFIylHk681xTjk7G4t/zXqpCs/cjPIkVYTj6aEwZVDFcNwmDKggWLGRJggLqrNCPEACYaU7L+sSrNkvz5NOo26ZdevqpNo8L+oogX1wAGrAAqegCS5BC7QBBvfgGbyCN+PBeDHejY/p6oJRePbALxifX2aAr6o=</latexit>

• Hidden layer 2: 
h2 = f(W(2)h1 + b(2)) 2 Rd2

<latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit><latexit sha1_base64="ti/zp5Hv7rAiTgW9sNoVe9BBYoI=">AAACP3icbZDNS8MwGMbT+TXn19Sjl+AQNoTRDkEvwtCLxynuA9ZZ0izdwtK0JKkwSv8zL/4L3rx68aCIV2+mWwdz84XAk9/zvuTN44aMSmWar0ZuZXVtfSO/Wdja3tndK+4ftGQQCUyaOGCB6LhIEkY5aSqqGOmEgiDfZaTtjq5Tv/1IhKQBv1fjkPR8NODUoxgpjZxiy/aRGrpePEycGryEXnkG2slDXK5VkrkGC57C2dXN7Aq0Kc+oG99p2ndqiVMsmVVzUnBZWJkogawaTvHF7gc48glXmCEpu5YZql6MhKKYkaRgR5KECI/QgHS15MgnshdP/p/AE0360AuEPlzBCZ2fiJEv5dh3dWe6p1z0Uvif142Ud9GLKQ8jRTiePuRFDKoApmHCPhUEKzbWAmFB9a4QD5FAWOnICzoEa/HLy6JVq1pm1bo9K9Wvsjjy4AgcgzKwwDmogxvQAE2AwRN4Ax/g03g23o0v43vamjOymUPwp4yfXwG6ruw=</latexit>

• Hidden layer 1: 
h1 = f(W(1)x+ b(1)) 2 Rd1

<latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit><latexit sha1_base64="VM7VTSrhdxVPv8H7p1W7pTPe9Nc=">AAACPXicbVDLSgMxFM3UV62vqks3wSK0CGUigm6EohuXVfqCtg6ZNNOGZjJDkhHLMD/mxn9w586NC0XcujVtp6CtBwLnnnMvufe4IWdK2/aLlVlaXlldy67nNja3tnfyu3sNFUSS0DoJeCBbLlaUM0HrmmlOW6Gk2Hc5bbrDq7HfvKdSsUDU9CikXR/3BfMYwdpITr7W8bEeuF48SBwEL6BXnAnN5C4uolIyqx8SeAxnhZuaJdhhIlXd+NaoPQclTr5gl+0J4CJBKSmAFFUn/9zpBSTyqdCEY6XayA51N8ZSM8JpkutEioaYDHGftg0V2KeqG0+uT+CRUXrQC6R5QsOJ+nsixr5SI981neM91bw3Fv/z2pH2zrsxE2GkqSDTj7yIQx3AcZSwxyQlmo8MwUQysyskAywx0SbwnAkBzZ+8SBonZWSX0c1poXKZxpEFB+AQFAECZ6ACrkEV1AEBj+AVvIMP68l6sz6tr2lrxkpn9sEfWN8/uPeuVA==</latexit>

W(1) 2 Rd1⇥d,b(1) 2 Rd1
<latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit><latexit sha1_base64="Av+k0GGeUMcXk+fjFFEBVogb7nE=">AAACPnicfVDPS8MwGE3nrzl/TT16CQ5hgoxWBD14GHjxOMVug7WWNE23sDQtSSqM0r/Mi3+DN49ePCji1aPpNkE38UHg8d77yPc9P2FUKtN8MkoLi0vLK+XVytr6xuZWdXunLeNUYGLjmMWi6yNJGOXEVlQx0k0EQZHPSMcfXhR+544ISWN+o0YJcSPU5zSkGCkteVXbiZAa+GHWyW+zunWYQ4dyOBH97FqLgWdBR9GISBjkR/A77/+Tz71qzWyYY8B5Yk1JDUzR8qqPThDjNCJcYYak7FlmotwMCUUxI3nFSSVJEB6iPulpypFex83G5+fwQCsBDGOhH1dwrP6cyFAk5SjydbLYU856hfiX10tVeOZmlCepIhxPPgpTBlUMiy5hQAXBio00QVhQvSvEAyQQVrrxii7Bmj15nrSPG5bZsK5Oas3zaR1lsAf2QR1Y4BQ0wSVoARtgcA+ewSt4Mx6MF+Pd+JhES8Z0Zhf8gvH5BQCyrvw=</latexit>

• Output layer:
<latexit sha1_base64="/yZ+6v25XqYA1TyCtPs/UKHxpi8=">AAACQnicbVDLSgMxFM3UV62vqks3wSJUkDJTiroRit24rGIf0qlDJs20oZnMkGSEMsy3ufEL3PkBblwo4taFaTsFbT0QOPece7k3xw0Zlco0X4zM0vLK6lp2PbexubW9k9/da8ogEpg0cMAC0XaRJIxy0lBUMdIOBUG+y0jLHdbGfuuBCEkDfqtGIen6qM+pRzFSWnLyd7aP1MD14lECL+CsaCX3cTE4Tmb1IHHKJwsutClPRTe+0WIN2or6RMKeU06cfMEsmRPARWKlpABS1J38s90LcOQTrjBDUnYsM1TdGAlFMSNJzo4kCREeoj7paMqR3tSNJxEk8EgrPegFQj+u4ET9PREjX8qR7+rO8cFy3huL/3mdSHnn3ZjyMFKE4+kiL2JQBXCcJ+xRQbBiI00QFlTfCvEACYSVTj2nQ7Dmv7xImuWSdVqqXFcK1cs0jiw4AIegCCxwBqrgCtRBA2DwCF7BO/gwnow349P4mrZmjHRmH/yB8f0DRUCxLg==</latexit>

y = W(o)h2,W
(o) 2 RC⇥d2

ŷ = softmax(y)
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Remaining question: How to get ?x
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Comparison: Image vs. text inputs
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label = “dog”

label = positive 
a sometimes tedious film
i had to look away - this was god awful .
a gorgeous , witty , seductive movie .

• Images: fixed-size input, continuous values

• Text: variable-length input, discrete words

One reason progress was slower in NLP than vision!
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Neural networks for text classification
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• Input: w1, w2, …, wK ∈ V

Solution #1: You can construct a feature vector  from the input and simply feed the 
vector to a neural network!

x
• Output: y ∈ C

• Input: dessert was great

• Output: positive  C = {positive, negative, neutral}

 = word count

 = # of positive lexicon words

 = Count of “no”

x1
x2
x3

Deep learning has the promise to learn good 
features automatically.. Important note: each input has a different K

x = [x1, x2, x3]
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Neural networks for text classification
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• Input: w1, w2, …, wK ∈ V

• Output: y ∈ C
• Input: dessert was great

• Output: positive  C = {positive, negative, neutral}

Important note: each input has a different K

Solution #2: Use word embeddings!


• First, look up all the word embeddings for the input : 
 ( : word embedding’s dimension)


• Use pooling: sum, mean, or max. For instance, if you use mean:


    

w1, w2, …, wK ∈ V
E(w1), E(w2), …, E(wK) ∈ ℝd d

x =
1
K

K

∑
i=1

E(wi) ∈ ℝd
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Neural networks for text classification
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• (+): This provides a simple and flexible way to handle variable-length input

• (+): It learns feature representations automatically from the data

• (+): It can generalize to similar inputs through word embeddings

• (-): The model throws away any sequential information of the text
The%Bag%of%Words%Representation
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neural bag-of-words model (NBOW)
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When training, how to handle ?E
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• Word embeddings can be treated as parameters too!

E ∈ ℝ|V|×d

• Common practice: initialize  using word embeddings (e.g. word2vec), and 
optimize them jointly with other parameters, using SGD!  

E

• When the training data is small, don’t treat  as parameters!E

• When the training data is very large (e.g., language modeling), initialization 
doesn’t matter much either (= can use random initialization)
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Deep Averaging Networks (DAN)
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(Iyyer et al., 2015)

f:  non-linearity

Basically the same as NBOW 
but neural network is deeper!
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Deep Averaging Networks (DAN)
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DAN-RAND: no initialization 
from GloVe
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the
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sat
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<latexit sha1_base64="+Q08gB7+H9GhEuiXWo5dVrQSwEk=">AAAB9XicbVDLSsNAFL2pr1pfUZduBovgqiQi6rLoxmUV+4A2LZPppB06mYSZiVJC/sONC0Xc+i/u/BsnbRbaemDgcM693DPHjzlT2nG+rdLK6tr6RnmzsrW9s7tn7x+0VJRIQpsk4pHs+FhRzgRtaqY57cSS4tDntO1PbnK//UilYpF40NOYeiEeCRYwgrWR+r0Q67Hvp/dZPx1nA7vq1JwZ0DJxC1KFAo2B/dUbRiQJqdCEY6W6rhNrL8VSM8JpVuklisaYTPCIdg0VOKTKS2epM3RilCEKImme0Gim/t5IcajUNPTNZJ5SLXq5+J/XTXRw5aVMxImmgswPBQlHOkJ5BWjIJCWaTw3BRDKTFZExlphoU1TFlOAufnmZtM5q7kXNuTuv1q+LOspwBMdwCi5cQh1uoQFNICDhGV7hzXqyXqx362M+WrKKnUP4A+vzBwnlkt0=</latexit>

Rh

<latexit sha1_base64="VJUQDAlNt4XNdCFeA3sFXLbyaac=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXsquiHoRi148VrAf0i4lm2bb0CS7JFmlLP0VXjwo4tWf481/Y9ruQVsfDDzem2FmXhBzpo3rfju5peWV1bX8emFjc2t7p7i719BRogitk4hHqhVgTTmTtG6Y4bQVK4pFwGkzGN5M/OYjVZpF8t6MYuoL3JcsZAQbKz3Uyk/oErHjq26x5FbcKdAi8TJSggy1bvGr04tIIqg0hGOt254bGz/FyjDC6bjQSTSNMRniPm1bKrGg2k+nB4/RkVV6KIyULWnQVP09kWKh9UgEtlNgM9Dz3kT8z2snJrzwUybjxFBJZovChCMTocn3qMcUJYaPLMFEMXsrIgOsMDE2o4INwZt/eZE0TireWcW9Oy1Vr7M48nAAh1AGD86hCrdQgzoQEPAMr/DmKOfFeXc+Zq05J5vZhz9wPn8Ax1iPFg==</latexit>

P (w = i)?

<latexit sha1_base64="mlP5ySVMxJApVraY1qnezZyQ0IE=">AAAB+HicbVC7TsMwFL0pr1IeDTCyWFRITFWCeI0VLIwF0YfUhspxnNaq40S2g1SifAkLAwix8ils/A1O2wEKR7J0dM69usfHTzhT2nG+rNLS8srqWnm9srG5tV21d3bbKk4loS0S81h2fawoZ4K2NNOcdhNJceRz2vHHV4XfeaBSsVjc6UlCvQgPBQsZwdpIA7vaj7Ae+X52m99np0E+sGtO3ZkC/SXunNRgjubA/uwHMUkjKjThWKme6yTay7DUjHCaV/qpogkmYzykPUMFjqjysmnwHB0aJUBhLM0TGk3VnxsZjpSaRL6ZLGKqRa8Q//N6qQ4vvIyJJNVUkNmhMOVIx6hoAQVMUqL5xBBMJDNZERlhiYk2XVVMCe7il/+S9nHdPas7Nye1xuW8jjLswwEcgQvn0IBraEILCKTwBC/waj1az9ab9T4bLVnznT34BevjG/Yvk0k=</latexit>

R5d

<latexit sha1_base64="866D2JHbJpEee16nOk8qrjSfeSQ=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6rLoxmUV+4Amlslk0g6dTMLMRCghv+HGhSJu/Rl3/o2TNgttPTBwOOde7pnjJ5wpbdvfVmVldW19o7pZ29re2d2r7x90VZxKQjsk5rHs+1hRzgTtaKY57SeS4sjntOdPbgq/90SlYrF40NOEehEeCRYygrWRXDfCeuz72X3+GAzrDbtpz4CWiVOSBpRoD+tfbhCTNKJCE46VGjh2or0MS80Ip3nNTRVNMJngER0YKnBElZfNMufoxCgBCmNpntBopv7eyHCk1DTyzWSRUS16hfifN0h1eOVlTCSppoLMD4UpRzpGRQEoYJISzaeGYCKZyYrIGEtMtKmpZkpwFr+8TLpnTeeiad+dN1rXZR1VOIJjOAUHLqEFt9CGDhBI4Ble4c1KrRfr3fqYj1ascucQ/sD6/AE3n5HN</latexit>

Rd• Can be considered as -way 
classification!


• In particular, feedforward neural language 
models approximate the probability based on 
the previous m (e.g., 5) words

|V |

P(x1, x2, …, xn) ≈
n

∏
i=1

P(xi ∣ xi−m+1, …, xi−1)

d:  word embedding size
h:  hidden size

Why concatenate, not mean-pool?

Why not concatenate in text classification?



Questions?
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