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Today’s Question:
How to Represent a Word?
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Computers don’t understand words — they see them as 
symbols.


But can we make a computer understand that ‘king’ and 
‘queen’ are related, or that ‘dog’ is similar to ‘cat’?
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A naive option: One-hot encoding

3

Each word in the vocabulary is assigned a unique index and is represented as a 
binary vector with a single 1 in the position corresponding to the word’s index and 
0s elsewhere. 

Index 0 1 2 3 4

Word cat dog the Language …

Lookup table:

High-dimensional & Sparse

Does not capture semantic meaning of the words (all words are equally distant)
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Need for word meaning
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• With words, a feature is a word identity (= string)

• Requires exact same word to be in the training and testing set

“terrible”  “horrible”≠

• If we can represent word meaning in vectors:

• The previous word was vector [35, 22, 17, …]

• Now in the test set we might see a similar vector [34, 21, 14, …]

• We can generalize to similar but unseen words!!!
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What do words mean?
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• Synonyms: couch/sofa, car/automobile, filbert/hazelnut 
• Antonyms:  dark/light, rise/fall, up/down

• Some words are not synonyms but they share some 

element of meaning

• cat/dog, car/bicycle, cow/horse


• Some words are not similar but they are related 
• coffee/cup, house/door, chef/menu


• Affective meanings or connotations:
SimLex-999

(Osgood et al., 1957)
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Lexical resources
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https://wordnet.princeton.edu/
(-) Huge amounts of human 
labor to create and maintain
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Distributional hypothesis
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A simple linguistic intuition
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“Words that occur in similar contexts tend to have similar 
meanings.”


Example:

• “The cat sat on the _____.”

• “The dog lay on the _____.”
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Distributional semantics
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Words that occur in similar contexts tend to have similar meanings

J.R.Firth 1957

• “You shall know a word by the company it keeps”

• One of the most successful ideas of modern 
statistical NLP!

When a word w appears in a text, its context is the set of words that appear 
nearby (within a fixed-size window).

This idea turns semantics into a statistical problem over text.
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Distributional semantics
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Berkeley CS 288 

Quick quiz: Word guessing!
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(Example from Eisenstein’s book)


Everybody likes tezg¨uino.


We make tezg¨uino out of corn.


A bottle of tezg¨uino is on the table.


Don’t have tezg¨uino before you drive.
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Distributional semantics
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How we can do the same thing computationally?

• Count the words in the context of a target word

• See what other words occur in those contexts

We can represent a word’s context using vectors!
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Word-word co-occurrence matrix
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Solution: Let’s use word-word co-occurrence counts to represent the meaning of words!

Each word is represented by the corresponding row vector

context words:  
4 words to the left +  
4 words to the right

Very high-dimensional; Most entries are 0s  sparse vectors
⟹
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Measuring similarity
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A common similarity metric: cosine of the 
angle between the two vectors (the larger, 
the more similar the two vectors are)

<latexit sha1_base64="y31rrPAo+I1V+TGKi/3m/PqV3XU=">AAACZnicdZFLSwMxFIUz46vWV62ICzfBIihImRFRNwXRjUsF+4BOHTJppg1mHuZRKGn+pDvXbvwZZtoKPi8EDue7l5ucRDmjQnreq+MuLC4tr5RWy2vrG5tble1qS2SKY9LEGct4J0KCMJqSpqSSkU7OCUoiRtrR003B2yPCBc3SBznOSS9Bg5TGFCNprbBiApyJoyBBchjFWpkT+KlH5hg2YBBzhHUgVBJq2vDNo560JkarkMJRSI2x6JnLPxoeTwv8Dx3NqAkrNa/uTQv+Fv5c1MC87sLKS9DPsEpIKjFDQnR9L5c9jbikmBFTDpQgOcJPaEC6VqYoIaKnpzEZeGidPowzbk8q4dT9OqFRIsQ4iWxnkYH4yQrzL9ZVMr7saZrmSpIUzxbFikGZwSJz2KecYMnGViDMqb0rxENkg5X2Z8o2BP/nk3+L1mndP69792e1q+t5HCWwDw7AEfDBBbgCt+AONAEGb86qU3V2nHd3091192atrjOf2QHfyoUfgHW8lg==</latexit>

cos(u,v) =

P|V |
i=1 uiviqP|V |

i=1 u
2
i

qP|V |
i=1 v

2
i

<latexit sha1_base64="JMbUOvQBplAe8JCwsQJEixz8Dus=">AAACSXicbVDLSgMxFM20Pmp9VV26CRahgpQZEXUjFN24rGAf0BlqJs20oZnJkGQKZTq/58adO//BjQtFXJlpK62tBwLnnnMv9+a4IaNSmearkcmurK6t5zbym1vbO7uFvf265JHApIY546LpIkkYDUhNUcVIMxQE+S4jDbd/m/qNARGS8uBBDUPi+KgbUI9ipLTULjzamMuS7SPVc704Sk7hLx8kJ/Aa2p5AOJ750MYdruaaktgezWx7BGflQJdJu1A0y+YYcJlYU1IEU1TbhRe7w3Hkk0BhhqRsWWaonBgJRTEjSd6OJAkR7qMuaWkaIJ9IJx4nkcBjrXSgx4V+gYJjdX4iRr6UQ9/VnemRctFLxf+8VqS8KyemQRgpEuDJIi9iUHGYxgo7VBCs2FAThAXVt0LcQzo7pcPP6xCsxS8vk/pZ2boom/fnxcrNNI4cOARHoAQscAkq4A5UQQ1g8ATewAf4NJ6Nd+PL+J60ZozpzAH4g0z2B6XGtT8=</latexit>

cos(u,v) =
u · v

kukkvk

Q: Why cosine similarity instead of dot product ?u ⋅ v
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Measuring similarity
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What is the range of  if u, v are count vectors?cos(u, v)

(A) [-1, 1]  

(B) [0, 1]

(C) (0, 1)

(D) (-1, 1)

(E) ( , )−∞ +∞

<latexit sha1_base64="y31rrPAo+I1V+TGKi/3m/PqV3XU=">AAACZnicdZFLSwMxFIUz46vWV62ICzfBIihImRFRNwXRjUsF+4BOHTJppg1mHuZRKGn+pDvXbvwZZtoKPi8EDue7l5ucRDmjQnreq+MuLC4tr5RWy2vrG5tble1qS2SKY9LEGct4J0KCMJqSpqSSkU7OCUoiRtrR003B2yPCBc3SBznOSS9Bg5TGFCNprbBiApyJoyBBchjFWpkT+KlH5hg2YBBzhHUgVBJq2vDNo560JkarkMJRSI2x6JnLPxoeTwv8Dx3NqAkrNa/uTQv+Fv5c1MC87sLKS9DPsEpIKjFDQnR9L5c9jbikmBFTDpQgOcJPaEC6VqYoIaKnpzEZeGidPowzbk8q4dT9OqFRIsQ4iWxnkYH4yQrzL9ZVMr7saZrmSpIUzxbFikGZwSJz2KecYMnGViDMqb0rxENkg5X2Z8o2BP/nk3+L1mndP69792e1q+t5HCWwDw7AEfDBBbgCt+AONAEGb86qU3V2nHd3091192atrjOf2QHfyoUfgHW8lg==</latexit>

cos(u,v) =

P|V |
i=1 uiviqP|V |

i=1 u
2
i

qP|V |
i=1 v

2
i

The answer is (b).  Cosine similarity ranges between -1 and 1 in general. In this model, 
all the values of ,  are non-negative. ui vi
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Sparse vs. dense vectors



Berkeley CS 288 

Sparse vs. dense vectors
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• The vectors in the word-word occurrence matrix are 

• Long: vocabulary size

• Sparse: most are 0’s


• Alternative: we want to represent words as short (50-300 dimensional) & 
dense (real-valued) vectors

• This is the basis for modern NLP systems! 

vcat =

0

BB@

�0.224
0.130
�0.290
0.276

1

CCA

<latexit sha1_base64="ZS11t+SATcIQYaaJ4VZuEjXjz0Y=">AAACOXicbZDPShxBEMZrjIk65s8aj3poIoFcsvRsQlSIIHjxuIKrws6y9PTWro09PUN3jbgM8wx5m1zyFt4ELx4U8ZoXSM+uiFE/aPj4VRVd9SW5Vo44vwhmXs2+fjM3vxAuvn33/kNj6eOByworsSMzndmjRDjUymCHFGk8yi2KNNF4mJzs1PXDU7ROZWafxjn2UjEyaqikII/6jfZpv4wJz6j0pKq2wjjBkTJlngqy6qwKv/Jmq/WdxXHIm9E3XpsabfIpaq3/CGM0g4eBfmONN/lE7LmJ7s3a9uqvmAFAu984jweZLFI0JLVwrhvxnHqlsKSkxiqMC4e5kCdihF1vjUjR9crJ5RX77MmADTPrnyE2oY8nSpE6N04T3+n3O3ZPazV8qdYtaLjRK5XJC0Ijpx8NC80oY3WMbKAsStJjb4S0yu/K5LGwQpIPO/QhRE9Pfm4OWs3Ih7rn0/gJU83DCnyCLxDBOmzDLrShAxJ+wyVcw03wJ7gKboO7aetMcD+zDP8p+PsPf3eqbQ==</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="yUhkDlYwUUEoQ+3MeiaCkTTY5/M=">AAACOXicbZBNSyNBEIZ71PVj3NWsHr00BsHLhp4oxgUFwYvHCEaFTAg9nUps7OkZumvEMMzf8uK/8CZ48bCLePUP2JME8euFhpenquiqN0qVtMjYvTc1PfNjdm5+wV/8+WtpufJ75dQmmRHQEolKzHnELSipoYUSFZynBngcKTiLLg/L+tkVGCsTfYLDFDoxH2jZl4KjQ91K86qbhwjXmDtSFPt+GMFA6jyNORp5Xfh/WK1e36Zh6LNasMVKU6K/bIzqjR0/BN17G+hWqqzGRqJfTTAxVTJRs1u5C3uJyGLQKBS3th2wFDs5NyiFgsIPMwspF5d8AG1nNY/BdvLR5QXdcKRH+4lxTyMd0fcTOY+tHcaR63T7XdjPtRJ+V2tn2N/t5FKnGYIW44/6maKY0DJG2pMGBKqhM1wY6Xal4oIbLtCF7bsQgs8nfzWn9VrgQj1m1YO9SRzzZI2sk00SkAY5IEekSVpEkBvyQP6R/96t9+g9ec/j1ilvMrNKPsh7eQWaI6kG</latexit>

vdog =

0

BB@

�0.124
0.430
�0.200
0.329

1

CCA

<latexit sha1_base64="7A8Mq63LMTMc+l3UeNcP10h1a/Y=">AAACOXicbVBNSxxBFHyjJjGTDzd6zKVRhFyy9KyCBiIIuXgRNsRVYWdZenrero09PUP3G3EZ5m958V94C3jQgyJe8wfSuyuSqAUNRdUr+r1KCq0ccf47mJmde/X6zfzb8N37Dx8XGp8W911eWokdmevcHibCoVYGO6RI42FhUWSJxoPk+MfYPzhB61Ru9mhUYC8TQ6MGSgryUr/RPulXMeEpVWk+rOutME5wqExVZIKsOq3Dr7wZtdZZHIe8ub7Gx8RLLc6n0lrrWxijSR8D/cYKb/IJ2HMSPZCVbbb76woA2v3GRZzmsszQkNTCuW7EC+pVwpKSGuswLh0WQh6LIXY9NSJD16sml9ds1SspG+TWP0Nsov6bqETm3ChL/KTf78g99cbiS163pMFmr1KmKAmNnH40KDWjnI1rZKmyKEmPPBHSKr8rk0fCCkm+7NCXED09+TnZbzUj3+5P38Z3mGIePsMyfIEINmAbdqANHZBwBpdwA7fBeXAd3AX309GZ4CGzBP8h+PMXGHGq4A==</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="QWAMEHLqCoErtEma6Wi/777uLqM=">AAACOXicbVDLSiNBFK12fMT2lRmXbgqD4MZQHQUVHAi4cRnBqJAOobr6JhZWVzdVt8XQ9G/NZv5idgNuXCji1h+w8kB8HSg4nHMPde+JMiUtMvbfm/kxOze/UFn0l5ZXVteqP3+d2zQ3AtoiVam5jLgFJTW0UaKCy8wATyIFF9H18ci/uAFjZarPcJhBN+EDLftScHRSr9q66RUhwi0WcTooy99+GMFA6iJLOBp5W/o7rB409mgY+qy+t8tGxEkNxibSbuPQD0HHb4FetcbqbAz6lQRTUiNTtHrVf2GcijwBjUJxazsBy7BbcINSKCj9MLeQcXHNB9BxVPMEbLcYX17SLafEtJ8a9zTSsfo+UfDE2mESuUm335X97I3E77xOjv2DbiF1liNoMfmonyuKKR3VSGNpQKAaOsKFkW5XKq644QJd2b4rIfh88ldy3qgHrt1TVmseTeuokA2ySbZJQPZJk5yQFmkTQf6QO/JAHr2/3r335D1PRme8aWadfID38gqQ96kA</latexit>

vthe =

0

BB@

0.234
0.266
0.239
�0.199

1

CCA

<latexit sha1_base64="odYGt+syjpaXyhzBR2lH0qeQ+vM=">AAACOHicbZBBSxtBFMffWtuma1tje6yHoSJ4adjVogYUBC/etGBUyIYwO3lJBmdnl5m3krDsZ+in6cWP0VvpxYMiXv0EnU2CWPUPAz/+7z3mvX+cKWkpCP54c6/mX795W3vnL7z/8HGxvvTpxKa5EdgSqUrNWcwtKqmxRZIUnmUGeRIrPI3P96v66QUaK1N9TOMMOwkfaNmXgpOzuvXDi24REY6ooCGW5a4fxTiQusgSTkaOSj9orG98Z1FUwebmDDaaFXwLGmGz6Ueoew/93fpK0AgmYs8hnMHK3vLPiAHAUbf+O+qlIk9Qk1Dc2nYYZNQpuCEpFJZ+lFvMuDjnA2w71DxB2ykmh5ds1Tk91k+Ne5rYxH08UfDE2nESu06339A+rVXmS7V2Tv3tTiF1lhNqMf2onytGKatSZD1pUJAaO+DCSLcrE0NuuCCXte9CCJ+e/BxO1huhS/CHS2MHpqrBF/gKaxDCFuzBARxBCwT8gr9wDTfepXfl3Xp309Y5bzbzGf6Td/8PLj6qUQ==</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="nKGHRyDYykkoHfjg5UdytxCiaVE=">AAACOHicbZBNSyNBEIZ7/Hb8iu7RS7NB8GKYUVEDCsJe9qbCRoVMCD2dStKkp2forgkJw/wsL/4Mb8tePLiIV3+BPXEQv15oeHiriq56w0QKg57315manpmdm19YdJeWV1bXKusblyZONYcGj2Wsr0NmQAoFDRQo4TrRwKJQwlU4+FXUr4agjYjVHxwn0IpYT4mu4Ayt1a6cDdtZgDDCDPuQ5yduEEJPqCyJGGoxyl2vtru3T4OggIODEvbqBex4Nb9edwNQnbf+dqXq1byJ6FfwS6iSUuftyl3QiXkagUIumTFN30uwlTGNgkvI3SA1kDA+YD1oWlQsAtPKJofndMs6HdqNtX0K6cR9P5GxyJhxFNpOu1/ffK4V5ne1Zordo1YmVJIiKP76UTeVFGNapEg7QgNHObbAuBZ2V8r7TDOONmvXhuB/PvkrXO7WfJvghVc9PS7jWCCb5CfZJj45JKfkNzknDcLJDflHHsh/59a5dx6dp9fWKaec+UE+yHl+AUjqqOo=</latexit>

vlanguage =

0

BB@

0.290
�0.441
0.762
0.982

1

CCA

<latexit sha1_base64="b4xc+Okp2p3fvc/1+aow+HYTGjA=">AAACPXicbZBNaxsxEIZn03y42yZ1m2MvIibQSxetCU0CKRh66aWQktgJeI3RymNHRKtdpNkQs+wf66X/obfecsmhpfTaa2U7hHy9IHh4ZwbNvGmhlSPOfwZLz5ZXVtcaz8MXL9c3XjVfv+m5vLQSuzLXuT1NhUOtDHZJkcbTwqLIUo0n6fmnWf3kAq1TuTmmaYGDTEyMGispyFvD5vHFsEoIL6nSwkxKMcG6/hgmKU6UqYpMkFWXdcij9j5nSRK+59HOTjwjHu1+aC9gf68dJmhGt/3DZotHfC72GOIbaHXYl6MrADgcNn8ko1yWGRqSWjjXj3lBg0pYUlJjHSalw0LIc79e36MRGbpBNb++ZtveGbFxbv0zxObu3YlKZM5Ns9R3+v3O3MPazHyq1i9pvDeolClKQiMXH41LzShnsyjZSFmUpKcehLTK78rkmbBCkg889CHED09+DL12FPMo/urTOICFGvAWtuAdxLALHfgMh9AFCd/gCn7B7+B7cB38Cf4uWpeCm5lNuKfg3386Saz9</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="QL8ADr7tR9srk1Wpqs+QUhsdqR4=">AAACPXicbZBLSywxEIXT6r1q672OunQTHAQ3Nulh8AEKghuXCo4K08OQztSMwXS6SarFoek/5sb/4M6dGxeKuHVr5oH4OhD4OFVFqk6cKWmRsXtvYnLqz9/pmVl/bv7f/4XK4tKpTXMjoCFSlZrzmFtQUkMDJSo4zwzwJFZwFl8eDOpnV2CsTPUJ9jNoJbynZVcKjs5qV06u2kWEcI2F4rqX8x6U5Z4fxdCTusgSjkZelz4LajuMRpG/wYJ6PRwQC7Y2ayPY2a75EejOR3+7UmUBG4r+hHAMVTLWUbtyF3VSkSegUShubTNkGbYKblAKBaUf5RYyLi7dek2HmidgW8Xw+pKuOadDu6lxTyMdup8nCp5Y209i1+n2u7DfawPzt1ozx+52q5A6yxG0GH3UzRXFlA6ipB1pQKDqO+DCSLcrFRfccIEucN+FEH4/+Sec1oKQBeExq+7vjuOYIStklayTkGyRfXJIjkiDCHJDHsgTefZuvUfvxXsdtU5445ll8kXe2zuyz6sd</latexit>



Berkeley CS 288 

Why dense vectors?

18

• Short vectors are easier to use as features in ML systems

• Dense vectors may generalize better than explicit counts

• They can’t capture high-order co-occurrence


•  co-occurs with “car”,  co-occurs with “automobile”

• They should be similar but they aren’t because “car” and “automobile” 

are distinct dimensions

• In practice, they work better!

w1 w2



Berkeley CS 288 

How to get short dense vectors?
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• Count-based methods: Singular value decomposition (SVD) of count matrix

We can approximate the full 
matrix by only keeping the top 
k (e.g., 100) singular values!



Berkeley CS 288 

How to get short dense vectors?

20
(Baroni et al., 2014)

Also called word embeddings!

• Count-based methods: Singular value decomposition (SVD) of count matrix


• Prediction-based methods:

• Vectors are created by training a classifier to predict whether a word c 

(“pie”) is likely to appear in the context of a word w (“cherry”)

• Examples: word2vec (Mikolov et al., 2013), Glove (Pennington et al., 

2014), FastText (Bojanowski et al., 2017)



Berkeley CS 288 

Word embeddings
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Word embeddings

22

=  Learned representations from text for representing words

• Output:

vcat =

0

BB@

�0.224
0.130
�0.290
0.276

1

CCA

<latexit sha1_base64="ZS11t+SATcIQYaaJ4VZuEjXjz0Y=">AAACOXicbZDPShxBEMZrjIk65s8aj3poIoFcsvRsQlSIIHjxuIKrws6y9PTWro09PUN3jbgM8wx5m1zyFt4ELx4U8ZoXSM+uiFE/aPj4VRVd9SW5Vo44vwhmXs2+fjM3vxAuvn33/kNj6eOByworsSMzndmjRDjUymCHFGk8yi2KNNF4mJzs1PXDU7ROZWafxjn2UjEyaqikII/6jfZpv4wJz6j0pKq2wjjBkTJlngqy6qwKv/Jmq/WdxXHIm9E3XpsabfIpaq3/CGM0g4eBfmONN/lE7LmJ7s3a9uqvmAFAu984jweZLFI0JLVwrhvxnHqlsKSkxiqMC4e5kCdihF1vjUjR9crJ5RX77MmADTPrnyE2oY8nSpE6N04T3+n3O3ZPazV8qdYtaLjRK5XJC0Ijpx8NC80oY3WMbKAsStJjb4S0yu/K5LGwQpIPO/QhRE9Pfm4OWs3Ih7rn0/gJU83DCnyCLxDBOmzDLrShAxJ+wyVcw03wJ7gKboO7aetMcD+zDP8p+PsPf3eqbQ==</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="yUhkDlYwUUEoQ+3MeiaCkTTY5/M=">AAACOXicbZBNSyNBEIZ71PVj3NWsHr00BsHLhp4oxgUFwYvHCEaFTAg9nUps7OkZumvEMMzf8uK/8CZ48bCLePUP2JME8euFhpenquiqN0qVtMjYvTc1PfNjdm5+wV/8+WtpufJ75dQmmRHQEolKzHnELSipoYUSFZynBngcKTiLLg/L+tkVGCsTfYLDFDoxH2jZl4KjQ91K86qbhwjXmDtSFPt+GMFA6jyNORp5Xfh/WK1e36Zh6LNasMVKU6K/bIzqjR0/BN17G+hWqqzGRqJfTTAxVTJRs1u5C3uJyGLQKBS3th2wFDs5NyiFgsIPMwspF5d8AG1nNY/BdvLR5QXdcKRH+4lxTyMd0fcTOY+tHcaR63T7XdjPtRJ+V2tn2N/t5FKnGYIW44/6maKY0DJG2pMGBKqhM1wY6Xal4oIbLtCF7bsQgs8nfzWn9VrgQj1m1YO9SRzzZI2sk00SkAY5IEekSVpEkBvyQP6R/96t9+g9ec/j1ilvMrNKPsh7eQWaI6kG</latexit>

vdog =

0

BB@

�0.124
0.430
�0.200
0.329

1

CCA

<latexit sha1_base64="7A8Mq63LMTMc+l3UeNcP10h1a/Y=">AAACOXicbVBNSxxBFHyjJjGTDzd6zKVRhFyy9KyCBiIIuXgRNsRVYWdZenrero09PUP3G3EZ5m958V94C3jQgyJe8wfSuyuSqAUNRdUr+r1KCq0ccf47mJmde/X6zfzb8N37Dx8XGp8W911eWokdmevcHibCoVYGO6RI42FhUWSJxoPk+MfYPzhB61Ru9mhUYC8TQ6MGSgryUr/RPulXMeEpVWk+rOutME5wqExVZIKsOq3Dr7wZtdZZHIe8ub7Gx8RLLc6n0lrrWxijSR8D/cYKb/IJ2HMSPZCVbbb76woA2v3GRZzmsszQkNTCuW7EC+pVwpKSGuswLh0WQh6LIXY9NSJD16sml9ds1SspG+TWP0Nsov6bqETm3ChL/KTf78g99cbiS163pMFmr1KmKAmNnH40KDWjnI1rZKmyKEmPPBHSKr8rk0fCCkm+7NCXED09+TnZbzUj3+5P38Z3mGIePsMyfIEINmAbdqANHZBwBpdwA7fBeXAd3AX309GZ4CGzBP8h+PMXGHGq4A==</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="QWAMEHLqCoErtEma6Wi/777uLqM=">AAACOXicbVDLSiNBFK12fMT2lRmXbgqD4MZQHQUVHAi4cRnBqJAOobr6JhZWVzdVt8XQ9G/NZv5idgNuXCji1h+w8kB8HSg4nHMPde+JMiUtMvbfm/kxOze/UFn0l5ZXVteqP3+d2zQ3AtoiVam5jLgFJTW0UaKCy8wATyIFF9H18ci/uAFjZarPcJhBN+EDLftScHRSr9q66RUhwi0WcTooy99+GMFA6iJLOBp5W/o7rB409mgY+qy+t8tGxEkNxibSbuPQD0HHb4FetcbqbAz6lQRTUiNTtHrVf2GcijwBjUJxazsBy7BbcINSKCj9MLeQcXHNB9BxVPMEbLcYX17SLafEtJ8a9zTSsfo+UfDE2mESuUm335X97I3E77xOjv2DbiF1liNoMfmonyuKKR3VSGNpQKAaOsKFkW5XKq644QJd2b4rIfh88ldy3qgHrt1TVmseTeuokA2ySbZJQPZJk5yQFmkTQf6QO/JAHr2/3r335D1PRme8aWadfID38gqQ96kA</latexit>

vthe =

0

BB@

0.234
0.266
0.239
�0.199

1

CCA

<latexit sha1_base64="odYGt+syjpaXyhzBR2lH0qeQ+vM=">AAACOHicbZBBSxtBFMffWtuma1tje6yHoSJ4adjVogYUBC/etGBUyIYwO3lJBmdnl5m3krDsZ+in6cWP0VvpxYMiXv0EnU2CWPUPAz/+7z3mvX+cKWkpCP54c6/mX795W3vnL7z/8HGxvvTpxKa5EdgSqUrNWcwtKqmxRZIUnmUGeRIrPI3P96v66QUaK1N9TOMMOwkfaNmXgpOzuvXDi24REY6ooCGW5a4fxTiQusgSTkaOSj9orG98Z1FUwebmDDaaFXwLGmGz6Ueoew/93fpK0AgmYs8hnMHK3vLPiAHAUbf+O+qlIk9Qk1Dc2nYYZNQpuCEpFJZ+lFvMuDjnA2w71DxB2ykmh5ds1Tk91k+Ne5rYxH08UfDE2nESu06339A+rVXmS7V2Tv3tTiF1lhNqMf2onytGKatSZD1pUJAaO+DCSLcrE0NuuCCXte9CCJ+e/BxO1huhS/CHS2MHpqrBF/gKaxDCFuzBARxBCwT8gr9wDTfepXfl3Xp309Y5bzbzGf6Td/8PLj6qUQ==</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="nKGHRyDYykkoHfjg5UdytxCiaVE=">AAACOHicbZBNSyNBEIZ7/Hb8iu7RS7NB8GKYUVEDCsJe9qbCRoVMCD2dStKkp2forgkJw/wsL/4Mb8tePLiIV3+BPXEQv15oeHiriq56w0QKg57315manpmdm19YdJeWV1bXKusblyZONYcGj2Wsr0NmQAoFDRQo4TrRwKJQwlU4+FXUr4agjYjVHxwn0IpYT4mu4Ayt1a6cDdtZgDDCDPuQ5yduEEJPqCyJGGoxyl2vtru3T4OggIODEvbqBex4Nb9edwNQnbf+dqXq1byJ6FfwS6iSUuftyl3QiXkagUIumTFN30uwlTGNgkvI3SA1kDA+YD1oWlQsAtPKJofndMs6HdqNtX0K6cR9P5GxyJhxFNpOu1/ffK4V5ne1Zordo1YmVJIiKP76UTeVFGNapEg7QgNHObbAuBZ2V8r7TDOONmvXhuB/PvkrXO7WfJvghVc9PS7jWCCb5CfZJj45JKfkNzknDcLJDflHHsh/59a5dx6dp9fWKaec+UE+yHl+AUjqqOo=</latexit>

vlanguage =

0

BB@

0.290
�0.441
0.762
0.982

1

CCA

<latexit sha1_base64="b4xc+Okp2p3fvc/1+aow+HYTGjA=">AAACPXicbZBNaxsxEIZn03y42yZ1m2MvIibQSxetCU0CKRh66aWQktgJeI3RymNHRKtdpNkQs+wf66X/obfecsmhpfTaa2U7hHy9IHh4ZwbNvGmhlSPOfwZLz5ZXVtcaz8MXL9c3XjVfv+m5vLQSuzLXuT1NhUOtDHZJkcbTwqLIUo0n6fmnWf3kAq1TuTmmaYGDTEyMGispyFvD5vHFsEoIL6nSwkxKMcG6/hgmKU6UqYpMkFWXdcij9j5nSRK+59HOTjwjHu1+aC9gf68dJmhGt/3DZotHfC72GOIbaHXYl6MrADgcNn8ko1yWGRqSWjjXj3lBg0pYUlJjHSalw0LIc79e36MRGbpBNb++ZtveGbFxbv0zxObu3YlKZM5Ns9R3+v3O3MPazHyq1i9pvDeolClKQiMXH41LzShnsyjZSFmUpKcehLTK78rkmbBCkg889CHED09+DL12FPMo/urTOICFGvAWtuAdxLALHfgMh9AFCd/gCn7B7+B7cB38Cf4uWpeCm5lNuKfg3386Saz9</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="QL8ADr7tR9srk1Wpqs+QUhsdqR4=">AAACPXicbZBLSywxEIXT6r1q672OunQTHAQ3Nulh8AEKghuXCo4K08OQztSMwXS6SarFoek/5sb/4M6dGxeKuHVr5oH4OhD4OFVFqk6cKWmRsXtvYnLqz9/pmVl/bv7f/4XK4tKpTXMjoCFSlZrzmFtQUkMDJSo4zwzwJFZwFl8eDOpnV2CsTPUJ9jNoJbynZVcKjs5qV06u2kWEcI2F4rqX8x6U5Z4fxdCTusgSjkZelz4LajuMRpG/wYJ6PRwQC7Y2ayPY2a75EejOR3+7UmUBG4r+hHAMVTLWUbtyF3VSkSegUShubTNkGbYKblAKBaUf5RYyLi7dek2HmidgW8Xw+pKuOadDu6lxTyMdup8nCp5Y209i1+n2u7DfawPzt1ozx+52q5A6yxG0GH3UzRXFlA6ipB1pQKDqO+DCSLcrFRfccIEucN+FEH4/+Sec1oKQBeExq+7vjuOYIStklayTkGyRfXJIjkiDCHJDHsgTefZuvUfvxXsdtU5445ll8kXe2zuyz6sd</latexit>

f : V ! Rd
<latexit sha1_base64="v4LU3fRnmQUVApJPSDxJstTKueI=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQiKK6KblxWsQ9oYplMJu3QyUyYmSgldOXGX3HjQhG3foM7/8ZJm4W2HrhwOOde7r0nSBhV2nG+rdLC4tLySnm1sra+sbllb++0lEglJk0smJCdACnCKCdNTTUjnUQSFAeMtIPhZe6374lUVPBbPUqIH6M+pxHFSBupZ+9H57AFPUn7A42kFA/Qi5EeBEF2M74Le3bVqTkTwHniFqQKCjR69pcXCpzGhGvMkFJd10m0nyGpKWZkXPFSRRKEh6hPuoZyFBPlZ5M3xvDQKCGMhDTFNZyovycyFCs1igPTmd+oZr1c/M/rpjo68zPKk1QTjqeLopRBLWCeCQypJFizkSEIS2puhXiAJMLaJFcxIbizL8+T1nHNdWru9Um1flHEUQZ74AAcARecgjq4Ag3QBBg8gmfwCt6sJ+vFerc+pq0lq5jZBX9gff4AqouYng==</latexit><latexit sha1_base64="v4LU3fRnmQUVApJPSDxJstTKueI=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQiKK6KblxWsQ9oYplMJu3QyUyYmSgldOXGX3HjQhG3foM7/8ZJm4W2HrhwOOde7r0nSBhV2nG+rdLC4tLySnm1sra+sbllb++0lEglJk0smJCdACnCKCdNTTUjnUQSFAeMtIPhZe6374lUVPBbPUqIH6M+pxHFSBupZ+9H57AFPUn7A42kFA/Qi5EeBEF2M74Le3bVqTkTwHniFqQKCjR69pcXCpzGhGvMkFJd10m0nyGpKWZkXPFSRRKEh6hPuoZyFBPlZ5M3xvDQKCGMhDTFNZyovycyFCs1igPTmd+oZr1c/M/rpjo68zPKk1QTjqeLopRBLWCeCQypJFizkSEIS2puhXiAJMLaJFcxIbizL8+T1nHNdWru9Um1flHEUQZ74AAcARecgjq4Ag3QBBg8gmfwCt6sJ+vFerc+pq0lq5jZBX9gff4AqouYng==</latexit><latexit sha1_base64="v4LU3fRnmQUVApJPSDxJstTKueI=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQiKK6KblxWsQ9oYplMJu3QyUyYmSgldOXGX3HjQhG3foM7/8ZJm4W2HrhwOOde7r0nSBhV2nG+rdLC4tLySnm1sra+sbllb++0lEglJk0smJCdACnCKCdNTTUjnUQSFAeMtIPhZe6374lUVPBbPUqIH6M+pxHFSBupZ+9H57AFPUn7A42kFA/Qi5EeBEF2M74Le3bVqTkTwHniFqQKCjR69pcXCpzGhGvMkFJd10m0nyGpKWZkXPFSRRKEh6hPuoZyFBPlZ5M3xvDQKCGMhDTFNZyovycyFCs1igPTmd+oZr1c/M/rpjo68zPKk1QTjqeLopRBLWCeCQypJFizkSEIS2puhXiAJMLaJFcxIbizL8+T1nHNdWru9Um1flHEUQZ74AAcARecgjq4Ag3QBBg8gmfwCt6sJ+vFerc+pq0lq5jZBX9gff4AqouYng==</latexit><latexit sha1_base64="v4LU3fRnmQUVApJPSDxJstTKueI=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQiKK6KblxWsQ9oYplMJu3QyUyYmSgldOXGX3HjQhG3foM7/8ZJm4W2HrhwOOde7r0nSBhV2nG+rdLC4tLySnm1sra+sbllb++0lEglJk0smJCdACnCKCdNTTUjnUQSFAeMtIPhZe6374lUVPBbPUqIH6M+pxHFSBupZ+9H57AFPUn7A42kFA/Qi5EeBEF2M74Le3bVqTkTwHniFqQKCjR69pcXCpzGhGvMkFJd10m0nyGpKWZkXPFSRRKEh6hPuoZyFBPlZ5M3xvDQKCGMhDTFNZyovycyFCs1igPTmd+oZr1c/M/rpjo68zPKk1QTjqeLopRBLWCeCQypJFizkSEIS2puhXiAJMLaJFcxIbizL8+T1nHNdWru9Um1flHEUQZ74AAcARecgjq4Ag3QBBg8gmfwCt6sJ+vFerc+pq0lq5jZBX9gff4AqouYng==</latexit>

• V: a pre-defined vocabulary

• d: dimension of word vectors (e.g. 300)

• Text corpora:

• Wikipedia + Gigaword 5: 6B tokens

• Twitter: 27B tokens

• Common Crawl: 840B tokens

• Input: a large text corpora, V, d

Each word is represented by a low-dimensional (e.g., d = 300), real-valued vector


Each coordinate/dimension of the vector doesn’t have a particular interpretation
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• word2vec: https://code.google.com/archive/p/word2vec/ 

• GloVe: https://nlp.stanford.edu/projects/glove/ 

• FastText: https://fasttext.cc/

Differ in algorithms, text corpora, dimensions, cased/uncased…
Applied to many other languages

https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/
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• Basic property: similar words have similar vectors

word = “sweden”w*

 ranges between -1 and 1cos(u, v)

<latexit sha1_base64="whecXymsAxiBTh1BBG+kUdMg08A=">AAACFXicbVBNSwMxEM3W7/q16tFLsAitSNmVoh5FLx4VbBW6tWTTaQ3NZpdkVi3L/gkv/hUvHhTxKnjz35jWHvx6kPB4b4aZeWEihUHP+3AKE5NT0zOzc8X5hcWlZXdltWHiVHOo81jG+iJkBqRQUEeBEi4SDSwKJZyH/aOhf34N2ohYneEggVbEekp0BWdopba7HSDcYsZ0Lw8idtvObmggFG3kWcBjU4byTWWb2v9yq1LJ227Jq3oj0L/EH5MSGeOk7b4HnZinESjkkhnT9L0EW3YaCi4hLwapgYTxPutB01LFIjCtbHRVTjet0qHdWNunkI7U7x0Zi4wZRKGtjBhemd/eUPzPa6bY3W9lQiUpguJfg7qppBjTYUS0IzRwlANLGNfC7kr5FdOMow2yaEPwf5/8lzR2qv5utXZaKx0cjuOYJetkg5SJT/bIATkmJ6ROOLkjD+SJPDv3zqPz4rx+lRaccc8a+QHn7RMOt54Q</latexit>

argmax
w2V

cos(e(w), e(w⇤))
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• They have some other nice properties too!

<latexit sha1_base64="yR+0hD4MjW0oc/F2RDddfqoBR28=">AAACKXicbVBNSyNBEO3xY3Wj7kY97qUxCJm4G2aWoF4Wgl48KpgoZGLo6VRik56eobvGJAzzd/biX/Gi4LJ69Y/YiTm4Zh80/Xiviqp6YSKFQc97chYWl5Y/rax+Lqytb3z5Wtzcapo41RwaPJaxvgyZASkUNFCghMtEA4tCCRfh4HjiX9yANiJW5zhOoB2xvhI9wRlaqVOsh1cV+osGCCPMmO7nQcRGnWxIA6FoM88CHpsylIfudwpldlVx6Y8Jceme/ULXzTvFklf1pqDzxJ+REpnhtFN8CLoxTyNQyCUzpuV7CbbtbBRcQl4IUgMJ4wPWh5alikVg2tn00pzuWqVLe7G2TyGdqu87MhYZM45CWxkxvDYfvYn4P6+VYu+wnQmVpAiKvw3qpZJiTCex0a7QwFGOLWFcC7sr5ddMM4423IINwf948jxp/qz6+9XaWa1UP5rFsUq+kR1SJj45IHVyQk5Jg3Dym9yRR/LHuXXunb/O81vpgjPr2Sb/wHl5Bc+1ozA=</latexit>

b⇤ = argmax
w2V

cos(e(w), e(a⇤)� e(a) + e(b))

Word analogy test: a : a* :: b : b*<latexit sha1_base64="es0YwS886huHywvI34iQv96Vwjg=">AAACNXicbVC7TgMxEPTxDOEVoKSxeEg0RHcUQImgoaAIEgGkJIp8ziZY8dmHvReITvkpCvgA/oAKCgoQoqWCGidBvEeyNJqZ1XonjKWw6Pt33sDg0PDIaGYsOz4xOTWdm5k9tDoxHIpcS22OQ2ZBCgVFFCjhODbAolDCUdjc6fpHLTBWaHWA7RgqEWsoURecoZOqub1WNS0jnGMaMdXp0FX6KZzpvlRmcWz0+ZfRFKrxM3qaALhoNbfo5/0e6F8SfJDFraXXy+vW+Fuhmrsp1zRPIlDIJbO2FPgxVlJmUHAJnWw5sRAz3mQNKDmqWAS2kvau7tBlp9RoXRv3FNKe+n0iZZG17Sh0yYjhif3tdcX/vFKC9c1KKlScICjeX1RPJEVNuxXSmjDAUbYdYdwI91fKT5hhHF3RWVdC8Pvkv+RwLR+s5/1918Y26SND5skCWSEB2SBbZJcUSJFwckFuyQN59K68e+/Je+5HB7yPmTnyA97LO4dnsro=</latexit>vman � vwoman ⇡ vking � vqueen
<latexit sha1_base64="GBokkfJhp6nuZ2T7/U7T2ZSRLJI=">AAACOHicbVBdSxtBFJ2N2tqobWof+zIYBF8MuxKqj9JCqU9NS6NCNoS7kxszZHZmmbkrLsv+rL70Z/St+NKHivjqL+gkBr8PDBzOOZc79ySZko7C8E9QW1hcevFy+VV9ZXXt9ZvG2/VDZ3IrsCuMMvY4AYdKauySJIXHmUVIE4VHyeTT1D86Reuk0T+oyLCfwomWIymAvDRofD0dlDHhGZUdsNJVFd/mt9JnC1qg12LIMmvO7pzvJsWH2QMCVVTVoNEMW+EM/CmJ5qTJ5ugMGr/joRF5ipqEAud6UZhRvwRLUiis6nHuMAMxgRPseaohRdcvZ4dXfNMrQz4y1j9NfKbenyghda5IE59MgcbusTcVn/N6OY32+qXUWU6oxc2iUa44GT5tkQ+lRUGq8ASElf6vXIzBgiDfdd2XED0++Sk53GlFH1rtb+3m/sd5HcvsPdtgWyxiu2yffWEd1mWC/WTn7B+7CH4Ff4PL4OomWgvmM+/YAwTX/wGluq9W</latexit>vParis � vFrance ⇡ vRome � vItaly
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• They have some other nice properties too!

(Mikolov et al, 2013): Exploiting Similarities among Languages for Machine Translation
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Train embeddings on different decades of historical text to see meanings shift
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Learning vectors from text for representing words


• Input: 


- a large text corpus, 


- vocabulary  

-  vector dimension  (e.g., 300)


• Output: 

V

d

f : V → ℝd

vcat =

0

BB@

�0.224
0.130
�0.290
0.276

1

CCA

<latexit sha1_base64="ZS11t+SATcIQYaaJ4VZuEjXjz0Y=">AAACOXicbZDPShxBEMZrjIk65s8aj3poIoFcsvRsQlSIIHjxuIKrws6y9PTWro09PUN3jbgM8wx5m1zyFt4ELx4U8ZoXSM+uiFE/aPj4VRVd9SW5Vo44vwhmXs2+fjM3vxAuvn33/kNj6eOByworsSMzndmjRDjUymCHFGk8yi2KNNF4mJzs1PXDU7ROZWafxjn2UjEyaqikII/6jfZpv4wJz6j0pKq2wjjBkTJlngqy6qwKv/Jmq/WdxXHIm9E3XpsabfIpaq3/CGM0g4eBfmONN/lE7LmJ7s3a9uqvmAFAu984jweZLFI0JLVwrhvxnHqlsKSkxiqMC4e5kCdihF1vjUjR9crJ5RX77MmADTPrnyE2oY8nSpE6N04T3+n3O3ZPazV8qdYtaLjRK5XJC0Ijpx8NC80oY3WMbKAsStJjb4S0yu/K5LGwQpIPO/QhRE9Pfm4OWs3Ih7rn0/gJU83DCnyCLxDBOmzDLrShAxJ+wyVcw03wJ7gKboO7aetMcD+zDP8p+PsPf3eqbQ==</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="yUhkDlYwUUEoQ+3MeiaCkTTY5/M=">AAACOXicbZBNSyNBEIZ71PVj3NWsHr00BsHLhp4oxgUFwYvHCEaFTAg9nUps7OkZumvEMMzf8uK/8CZ48bCLePUP2JME8euFhpenquiqN0qVtMjYvTc1PfNjdm5+wV/8+WtpufJ75dQmmRHQEolKzHnELSipoYUSFZynBngcKTiLLg/L+tkVGCsTfYLDFDoxH2jZl4KjQ91K86qbhwjXmDtSFPt+GMFA6jyNORp5Xfh/WK1e36Zh6LNasMVKU6K/bIzqjR0/BN17G+hWqqzGRqJfTTAxVTJRs1u5C3uJyGLQKBS3th2wFDs5NyiFgsIPMwspF5d8AG1nNY/BdvLR5QXdcKRH+4lxTyMd0fcTOY+tHcaR63T7XdjPtRJ+V2tn2N/t5FKnGYIW44/6maKY0DJG2pMGBKqhM1wY6Xal4oIbLtCF7bsQgs8nfzWn9VrgQj1m1YO9SRzzZI2sk00SkAY5IEekSVpEkBvyQP6R/96t9+g9ec/j1ilvMrNKPsh7eQWaI6kG</latexit>

vdog =

0

BB@

�0.124
0.430
�0.200
0.329

1

CCA

<latexit sha1_base64="7A8Mq63LMTMc+l3UeNcP10h1a/Y=">AAACOXicbVBNSxxBFHyjJjGTDzd6zKVRhFyy9KyCBiIIuXgRNsRVYWdZenrero09PUP3G3EZ5m958V94C3jQgyJe8wfSuyuSqAUNRdUr+r1KCq0ccf47mJmde/X6zfzb8N37Dx8XGp8W911eWokdmevcHibCoVYGO6RI42FhUWSJxoPk+MfYPzhB61Ru9mhUYC8TQ6MGSgryUr/RPulXMeEpVWk+rOutME5wqExVZIKsOq3Dr7wZtdZZHIe8ub7Gx8RLLc6n0lrrWxijSR8D/cYKb/IJ2HMSPZCVbbb76woA2v3GRZzmsszQkNTCuW7EC+pVwpKSGuswLh0WQh6LIXY9NSJD16sml9ds1SspG+TWP0Nsov6bqETm3ChL/KTf78g99cbiS163pMFmr1KmKAmNnH40KDWjnI1rZKmyKEmPPBHSKr8rk0fCCkm+7NCXED09+TnZbzUj3+5P38Z3mGIePsMyfIEINmAbdqANHZBwBpdwA7fBeXAd3AX309GZ4CGzBP8h+PMXGHGq4A==</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="QWAMEHLqCoErtEma6Wi/777uLqM=">AAACOXicbVDLSiNBFK12fMT2lRmXbgqD4MZQHQUVHAi4cRnBqJAOobr6JhZWVzdVt8XQ9G/NZv5idgNuXCji1h+w8kB8HSg4nHMPde+JMiUtMvbfm/kxOze/UFn0l5ZXVteqP3+d2zQ3AtoiVam5jLgFJTW0UaKCy8wATyIFF9H18ci/uAFjZarPcJhBN+EDLftScHRSr9q66RUhwi0WcTooy99+GMFA6iJLOBp5W/o7rB409mgY+qy+t8tGxEkNxibSbuPQD0HHb4FetcbqbAz6lQRTUiNTtHrVf2GcijwBjUJxazsBy7BbcINSKCj9MLeQcXHNB9BxVPMEbLcYX17SLafEtJ8a9zTSsfo+UfDE2mESuUm335X97I3E77xOjv2DbiF1liNoMfmonyuKKR3VSGNpQKAaOsKFkW5XKq644QJd2b4rIfh88ldy3qgHrt1TVmseTeuokA2ySbZJQPZJk5yQFmkTQf6QO/JAHr2/3r335D1PRme8aWadfID38gqQ96kA</latexit>

vthe =

0

BB@

0.234
0.266
0.239
�0.199

1

CCA

<latexit sha1_base64="odYGt+syjpaXyhzBR2lH0qeQ+vM=">AAACOHicbZBBSxtBFMffWtuma1tje6yHoSJ4adjVogYUBC/etGBUyIYwO3lJBmdnl5m3krDsZ+in6cWP0VvpxYMiXv0EnU2CWPUPAz/+7z3mvX+cKWkpCP54c6/mX795W3vnL7z/8HGxvvTpxKa5EdgSqUrNWcwtKqmxRZIUnmUGeRIrPI3P96v66QUaK1N9TOMMOwkfaNmXgpOzuvXDi24REY6ooCGW5a4fxTiQusgSTkaOSj9orG98Z1FUwebmDDaaFXwLGmGz6Ueoew/93fpK0AgmYs8hnMHK3vLPiAHAUbf+O+qlIk9Qk1Dc2nYYZNQpuCEpFJZ+lFvMuDjnA2w71DxB2ykmh5ds1Tk91k+Ne5rYxH08UfDE2nESu06339A+rVXmS7V2Tv3tTiF1lhNqMf2onytGKatSZD1pUJAaO+DCSLcrE0NuuCCXte9CCJ+e/BxO1huhS/CHS2MHpqrBF/gKaxDCFuzBARxBCwT8gr9wDTfepXfl3Xp309Y5bzbzGf6Td/8PLj6qUQ==</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="nKGHRyDYykkoHfjg5UdytxCiaVE=">AAACOHicbZBNSyNBEIZ7/Hb8iu7RS7NB8GKYUVEDCsJe9qbCRoVMCD2dStKkp2forgkJw/wsL/4Mb8tePLiIV3+BPXEQv15oeHiriq56w0QKg57315manpmdm19YdJeWV1bXKusblyZONYcGj2Wsr0NmQAoFDRQo4TrRwKJQwlU4+FXUr4agjYjVHxwn0IpYT4mu4Ayt1a6cDdtZgDDCDPuQ5yduEEJPqCyJGGoxyl2vtru3T4OggIODEvbqBex4Nb9edwNQnbf+dqXq1byJ6FfwS6iSUuftyl3QiXkagUIumTFN30uwlTGNgkvI3SA1kDA+YD1oWlQsAtPKJofndMs6HdqNtX0K6cR9P5GxyJhxFNpOu1/ffK4V5ne1Zordo1YmVJIiKP76UTeVFGNapEg7QgNHObbAuBZ2V8r7TDOONmvXhuB/PvkrXO7WfJvghVc9PS7jWCCb5CfZJj45JKfkNzknDcLJDflHHsh/59a5dx6dp9fWKaec+UE+yHl+AUjqqOo=</latexit>

vlanguage =

0

BB@

0.290
�0.441
0.762
0.982

1

CCA

<latexit sha1_base64="b4xc+Okp2p3fvc/1+aow+HYTGjA=">AAACPXicbZBNaxsxEIZn03y42yZ1m2MvIibQSxetCU0CKRh66aWQktgJeI3RymNHRKtdpNkQs+wf66X/obfecsmhpfTaa2U7hHy9IHh4ZwbNvGmhlSPOfwZLz5ZXVtcaz8MXL9c3XjVfv+m5vLQSuzLXuT1NhUOtDHZJkcbTwqLIUo0n6fmnWf3kAq1TuTmmaYGDTEyMGispyFvD5vHFsEoIL6nSwkxKMcG6/hgmKU6UqYpMkFWXdcij9j5nSRK+59HOTjwjHu1+aC9gf68dJmhGt/3DZotHfC72GOIbaHXYl6MrADgcNn8ko1yWGRqSWjjXj3lBg0pYUlJjHSalw0LIc79e36MRGbpBNb++ZtveGbFxbv0zxObu3YlKZM5Ns9R3+v3O3MPazHyq1i9pvDeolClKQiMXH41LzShnsyjZSFmUpKcehLTK78rkmbBCkg889CHED09+DL12FPMo/urTOICFGvAWtuAdxLALHfgMh9AFCd/gCn7B7+B7cB38Cf4uWpeCm5lNuKfg3386Saz9</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="QL8ADr7tR9srk1Wpqs+QUhsdqR4=">AAACPXicbZBLSywxEIXT6r1q672OunQTHAQ3Nulh8AEKghuXCo4K08OQztSMwXS6SarFoek/5sb/4M6dGxeKuHVr5oH4OhD4OFVFqk6cKWmRsXtvYnLqz9/pmVl/bv7f/4XK4tKpTXMjoCFSlZrzmFtQUkMDJSo4zwzwJFZwFl8eDOpnV2CsTPUJ9jNoJbynZVcKjs5qV06u2kWEcI2F4rqX8x6U5Z4fxdCTusgSjkZelz4LajuMRpG/wYJ6PRwQC7Y2ayPY2a75EejOR3+7UmUBG4r+hHAMVTLWUbtyF3VSkSegUShubTNkGbYKblAKBaUf5RYyLi7dek2HmidgW8Xw+pKuOadDu6lxTyMdup8nCp5Y209i1+n2u7DfawPzt1ozx+52q5A6yxG0GH3UzRXFlA6ipB1pQKDqO+DCSLcrFRfccIEucN+FEH4/+Sec1oKQBeExq+7vjuOYIStklayTkGyRfXJIjkiDCHJDHsgTefZuvUfvxXsdtU5445ll8kXe2zuyz6sd</latexit>
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• (Mikolov et al 2013a): Efficient Estimation of Word Representations in Vector Space


• (Mikolov et al 2013b): Distributed Representations of Words and Phrases and their 
Compositionality

Skip-gramContinuous Bag of Words (CBOW)

Tomáš Mikolov
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A classification  
problem!

 is a probability 
distribution defined over V: 

P( ⋅ ∣ a)

∑
w∈V

P(w ∣ a) = 1

• Key idea: Use each word to predict other words in its context


•  = given the center word is , what is the probability that 
 is a context word?


• Context: a fixed window of size 2m (m = 2 in the example)

P(b ∣ a) a
b

Key trick: We turn unlabeled text into supervised learning data
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Skip-gram: Intuition (1/2)
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Convert into training data:

(into, problems)

(into, turning)

(into, banking)

(into, crises)

Key trick: We turn unlabeled text into supervised learning data
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Skip-gram: Intuition (1/2)
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Convert into training data:

(into, problems)

(into, turning)

(into, banking)

(into, crises)


(banking, turning)

(banking, into)


(banking, crises)

(banking, as)


…

Key trick: We turn unlabeled text into supervised learning data
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Skip-gram: Intuition (2/2)
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Our goal is to find parameters that can maximize 

P(problems ∣ into) × P(turning ∣ into) × P(banking ∣ into) × P(crises ∣ into) ×

P(turning ∣ banking) × P(into ∣ banking) × P(crises ∣ banking) × P(as ∣ banking)…

Key trick: We turn unlabeled text into supervised learning data

Convert into training data:

(into, problems)

(into, turning)

(into, banking)

(into, crises)


(banking, turning)

(banking, into)


(banking, crises)

(banking, as)


…
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• For each position , predict context words within context size m, given center word 

: 

t = 1,2,…T
wt

L(✓) =
TY

t=1

Y

�mjm,j 6=0

P (wt+j | wt; ✓)

<latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit>
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• For each position , predict context words within context size m, given center word 

: 

t = 1,2,…T
wt

L(✓) =
TY

t=1

Y

�mjm,j 6=0

P (wt+j | wt; ✓)

<latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit>

all the parameters to 
be optimized
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Skim-gram: Objective function
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• For each position , predict context words within context size m, given center word 

: 


• It is equivalent to minimizing the (average) negative log likelihood:

t = 1,2,…T
wt

L(✓) =
TY

t=1

Y

�mjm,j 6=0

P (wt+j | wt; ✓)

<latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit>

all the parameters to 
be optimized

J(✓) = � 1

T
logL(✓) = � 1

T

TX

t=1

X

�mjm,j 6=0

logP (wt+j | wt; ✓)

<latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit>
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How to define ?P(wt+j ∣ wt; θ)
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• Use two sets of vectors for each word in the vocabulary


   : vector for center word 


   : vector for context word 


• Use inner product  to measure how likely word a appears with context word b


   

ua ∈ ℝd a, ∀a ∈ V

vb ∈ ℝd b, ∀b ∈ V

ua ⋅ vb

P(wt+j |wt) =
exp (uwt

⋅ vwt+j)
∑k∈V exp (uwt

⋅ vk)
Does this term 
seem familiar? 
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… vs multinominal logistic regression
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• Essentially a |V|-way classification problem


• Recall: multinomial logistic regression:


P(y = c |x) =
exp(wc ⋅ x + bc)

∑m
j=1 exp(wj ⋅ x + bj)

P (wt+j | wt) =
exp(uwt · vwt+j )P
k2V exp(uwt · vk)

<latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="e+z+9fOroxs43UnXStWJ/Sb1g8o=">AAACZ3icjVFdSxwxFM1MrdXV2rXgiwUbuxR2EZaZvtQXQfDFxy10V2FnGTKZjMZNMkNyR11CfoB/zzd/hS/+ALPjCvXjoQcCh3Nu7r05ySrBDUTRXRB+WPq4/GlltbW2/nnjS3tzfWTKWlM2pKUo9WlGDBNcsSFwEOy00ozITLCTbHo0908umTa8VH9hVrGJJGeKF5wS8FLavhl0r1ILexcOJ5Ln+CqFHj7ASaEJtQm7rrqJJHCeFbZ2qfWur6N5CfhZvmzkpoPrOZuYWqZ2ihOu8Mj9b4dpz7m03Yn6UQP8lsQL0kELDNL2bZKXtJZMARXEmHEcVTCxRAOngrlWUhtWETolZ2zsqSKSmYltInP4p1dyXJTaHwW4Uf+9YYk0ZiYzXzlf07z25uJ73riGYn9iuapqYIo+DSpqgaHE8/xxzjWjIGaeEKq53xXTc+LTBv9LLR9C/PrJb8noVz+O+vGfCK2gb+gH6qIY/UaH6BgN0BBRdB9sBTvB9+Ah3A53n+IKg0VuX9ELhJ1HMpa/Bw==</latexit><latexit sha1_base64="e+z+9fOroxs43UnXStWJ/Sb1g8o=">AAACZ3icjVFdSxwxFM1MrdXV2rXgiwUbuxR2EZaZvtQXQfDFxy10V2FnGTKZjMZNMkNyR11CfoB/zzd/hS/+ALPjCvXjoQcCh3Nu7r05ySrBDUTRXRB+WPq4/GlltbW2/nnjS3tzfWTKWlM2pKUo9WlGDBNcsSFwEOy00ozITLCTbHo0908umTa8VH9hVrGJJGeKF5wS8FLavhl0r1ILexcOJ5Ln+CqFHj7ASaEJtQm7rrqJJHCeFbZ2qfWur6N5CfhZvmzkpoPrOZuYWqZ2ihOu8Mj9b4dpz7m03Yn6UQP8lsQL0kELDNL2bZKXtJZMARXEmHEcVTCxRAOngrlWUhtWETolZ2zsqSKSmYltInP4p1dyXJTaHwW4Uf+9YYk0ZiYzXzlf07z25uJ73riGYn9iuapqYIo+DSpqgaHE8/xxzjWjIGaeEKq53xXTc+LTBv9LLR9C/PrJb8noVz+O+vGfCK2gb+gH6qIY/UaH6BgN0BBRdB9sBTvB9+Ah3A53n+IKg0VuX9ELhJ1HMpa/Bw==</latexit><latexit sha1_base64="JwMv/sOfzaSR0cvFGLscrahs/c0=">AAACcnicjVHRTtswFHXCxlg3oGPihUmbtwqpFVOV7AVeJiH2ssdOWgtSU0WO44Cp7UT2DVBZ/gB+jze+ghc+YG7IpA32sCNZOjrn3uvr46wS3EAU3QbhyrPnqy/WXnZevV7f2Oy+2ZqYstaUjWkpSn2SEcMEV2wMHAQ7qTQjMhPsOJt/W/rHF0wbXqqfsKjYTJJTxQtOCXgp7V6P+pephb1zhxPJc3yZwgB/xUmhCbUJu6r6iSRwlhW2dqn1rq+jeQn4t3zRyM0EN3A2MbVM7RwnXOGJ+98J84FzabcXDaMG+CmJW9JDLUZp9ybJS1pLpoAKYsw0jiqYWaKBU8FcJ6kNqwidk1M29VQRyczMNpE5vOuVHBel9kcBbtQ/OyyRxixk5iuXa5rH3lL8lzetoTiYWa6qGpiiDxcVtcBQ4mX+OOeaURALTwjV3O+K6RnxaYP/pY4PIX785Kdk8mUYR8P4R9Q7PGrjWEPv0CfURzHaR4foOxqhMaLoLtgO3gcfgvtwJ/wYttmFQdvzFv2F8PMvfzC/4Q==</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit>

• If we fix  , it is reduced to a multinomial 
logistic regression problem.


• However, since we have to learn both  and  
together, the training objective is non-convex.

uwt

u v
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… vs multinominal logistic regression
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• It is hard to find a global minimum


• But can still use stochastic gradient descent to optimize :θ

✓(t+1) = ✓(t) � ⌘r✓J(✓)
<latexit sha1_base64="2xbrEJR+XVhUcysjVyGPSHic0HY=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBAiYtgVQS+C6EU8RTBRyK5L72RihszOLjO9QljyNV78FS8eIiLe/BQnD/BZMFBd1U1PV5RKYdB1352p6ZnZufnCQnFxaXlltbS23jBJphmvs0Qm+iYCw6VQvI4CJb9JNYc4kvw66p4N/et7ro1I1BX2Uh7EcKdEWzBAK4WlYx87HOE2r+Cut9Onx/RLsOUe9W1BfQWRhDAfe/2LypjshKWyW3VHoH+JNyFlMkEtLA38VsKymCtkEoxpem6KQQ4aBZO8X/Qzw1NgXbjjTUsVxNwE+ejMPt22Sou2E22fQjpSv0/kEBvTiyPbGQN2zG9vKP7nNTNsHwW5UGmGXLHxonYmKSZ0mBltCc0Zyp4lwLSwf6WsAxoY2mSLNgTv98l/SWO/6rlV7/KgfHI6iaNANskWqRCPHJITck5qpE4YeSBPZEBenEfn2Xl13satU85kZoP8gPPxCRNypFM=</latexit><latexit sha1_base64="2xbrEJR+XVhUcysjVyGPSHic0HY=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBAiYtgVQS+C6EU8RTBRyK5L72RihszOLjO9QljyNV78FS8eIiLe/BQnD/BZMFBd1U1PV5RKYdB1352p6ZnZufnCQnFxaXlltbS23jBJphmvs0Qm+iYCw6VQvI4CJb9JNYc4kvw66p4N/et7ro1I1BX2Uh7EcKdEWzBAK4WlYx87HOE2r+Cut9Onx/RLsOUe9W1BfQWRhDAfe/2LypjshKWyW3VHoH+JNyFlMkEtLA38VsKymCtkEoxpem6KQQ4aBZO8X/Qzw1NgXbjjTUsVxNwE+ejMPt22Sou2E22fQjpSv0/kEBvTiyPbGQN2zG9vKP7nNTNsHwW5UGmGXLHxonYmKSZ0mBltCc0Zyp4lwLSwf6WsAxoY2mSLNgTv98l/SWO/6rlV7/KgfHI6iaNANskWqRCPHJITck5qpE4YeSBPZEBenEfn2Xl13satU85kZoP8gPPxCRNypFM=</latexit><latexit sha1_base64="2xbrEJR+XVhUcysjVyGPSHic0HY=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBAiYtgVQS+C6EU8RTBRyK5L72RihszOLjO9QljyNV78FS8eIiLe/BQnD/BZMFBd1U1PV5RKYdB1352p6ZnZufnCQnFxaXlltbS23jBJphmvs0Qm+iYCw6VQvI4CJb9JNYc4kvw66p4N/et7ro1I1BX2Uh7EcKdEWzBAK4WlYx87HOE2r+Cut9Onx/RLsOUe9W1BfQWRhDAfe/2LypjshKWyW3VHoH+JNyFlMkEtLA38VsKymCtkEoxpem6KQQ4aBZO8X/Qzw1NgXbjjTUsVxNwE+ejMPt22Sou2E22fQjpSv0/kEBvTiyPbGQN2zG9vKP7nNTNsHwW5UGmGXLHxonYmKSZ0mBltCc0Zyp4lwLSwf6WsAxoY2mSLNgTv98l/SWO/6rlV7/KgfHI6iaNANskWqRCPHJITck5qpE4YeSBPZEBenEfn2Xl13satU85kZoP8gPPxCRNypFM=</latexit><latexit sha1_base64="2xbrEJR+XVhUcysjVyGPSHic0HY=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBAiYtgVQS+C6EU8RTBRyK5L72RihszOLjO9QljyNV78FS8eIiLe/BQnD/BZMFBd1U1PV5RKYdB1352p6ZnZufnCQnFxaXlltbS23jBJphmvs0Qm+iYCw6VQvI4CJb9JNYc4kvw66p4N/et7ro1I1BX2Uh7EcKdEWzBAK4WlYx87HOE2r+Cut9Onx/RLsOUe9W1BfQWRhDAfe/2LypjshKWyW3VHoH+JNyFlMkEtLA38VsKymCtkEoxpem6KQQ4aBZO8X/Qzw1NgXbjjTUsVxNwE+ejMPt22Sou2E22fQjpSv0/kEBvTiyPbGQN2zG9vKP7nNTNsHwW5UGmGXLHxonYmKSZ0mBltCc0Zyp4lwLSwf6WsAxoY2mSLNgTv98l/SWO/6rlV7/KgfHI6iaNANskWqRCPHJITck5qpE4YeSBPZEBenEfn2Xl13satU85kZoP8gPPxCRNypFM=</latexit>
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• In this formulation, we don’t care about the classification task itself like we do for the logistic 
regression model we saw previously.


• The key point is that the parameters used to optimize this training objective—when the training 
corpus is large enough—can give us very good representations of words (following the 
principle of distributional hypothesis)!
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How many parameters does this model have (i.e. what is size of  )?θ

(a) d|V|   
(b) 2d|V|   
(c) 2m|V| 
(d) 2md|V|






V := Vocabulary
d := dimension of embedding
m := size of context window

The answer is (b).  
Each word has two d-dimensional vectors, so it is .2 × |V | × d
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Word2vec formulation
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Q: Why do we need two vectors for each word? 


• Because one word is not likely to appear in its own context window, e.g.,  

should be low. If we use one set of vectors only, it essentially needs to minimize 


Q:  Which set of vectors are used as  word embeddings? 


• This is an empirical question. Typically just  but you can also concatenate the two vectors..

P(dog ∣ dog)
udog ⋅ udog

uw
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• To train such a model, we need to compute the 
vector gradient  


• Remember that  represents all  model 
parameters, in one vector.

∇θJ(θ) = ?

θ 2d |V |
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@f

@x
=

<latexit sha1_base64="ChLVskzOTZDfN1yqMFtqglj0AMY=">AAACEnicbVDLSsNAFL3xWesr6tLNYBF0UxIRdCMU3bisYB/QlDKZTtqhk0mYmYgl5Bvc+CtuXCji1pU7/8ZJG1BbDwwczrn3zr3HjzlT2nG+rIXFpeWV1dJaeX1jc2vb3tltqiiRhDZIxCPZ9rGinAna0Exz2o4lxaHPacsfXeV+645KxSJxq8cx7YZ4IFjACNZG6tnHXiAxSb0YS80wR0H2w70Q66EfpPdZhi5Qz644VWcCNE/cglSgQL1nf3r9iCQhFZpwrFTHdWLdTfPhhNOs7CWKxpiM8IB2DBU4pKqbTk7K0KFR+iiIpHlCo4n6uyPFoVLj0DeV+ZZq1svF/7xOooPzbspEnGgqyPSjIOFIRyjPB/WZpETzsSGYSGZ2RWSITUbapFg2IbizJ8+T5knVdaruzWmldlnEUYJ9OIAjcOEManANdWgAgQd4ghd4tR6tZ+vNep+WLlhFzx78gfXxDcXVniA=</latexit><latexit sha1_base64="ChLVskzOTZDfN1yqMFtqglj0AMY=">AAACEnicbVDLSsNAFL3xWesr6tLNYBF0UxIRdCMU3bisYB/QlDKZTtqhk0mYmYgl5Bvc+CtuXCji1pU7/8ZJG1BbDwwczrn3zr3HjzlT2nG+rIXFpeWV1dJaeX1jc2vb3tltqiiRhDZIxCPZ9rGinAna0Exz2o4lxaHPacsfXeV+645KxSJxq8cx7YZ4IFjACNZG6tnHXiAxSb0YS80wR0H2w70Q66EfpPdZhi5Qz644VWcCNE/cglSgQL1nf3r9iCQhFZpwrFTHdWLdTfPhhNOs7CWKxpiM8IB2DBU4pKqbTk7K0KFR+iiIpHlCo4n6uyPFoVLj0DeV+ZZq1svF/7xOooPzbspEnGgqyPSjIOFIRyjPB/WZpETzsSGYSGZ2RWSITUbapFg2IbizJ8+T5knVdaruzWmldlnEUYJ9OIAjcOEManANdWgAgQd4ghd4tR6tZ+vNep+WLlhFzx78gfXxDcXVniA=</latexit><latexit sha1_base64="ChLVskzOTZDfN1yqMFtqglj0AMY=">AAACEnicbVDLSsNAFL3xWesr6tLNYBF0UxIRdCMU3bisYB/QlDKZTtqhk0mYmYgl5Bvc+CtuXCji1pU7/8ZJG1BbDwwczrn3zr3HjzlT2nG+rIXFpeWV1dJaeX1jc2vb3tltqiiRhDZIxCPZ9rGinAna0Exz2o4lxaHPacsfXeV+645KxSJxq8cx7YZ4IFjACNZG6tnHXiAxSb0YS80wR0H2w70Q66EfpPdZhi5Qz644VWcCNE/cglSgQL1nf3r9iCQhFZpwrFTHdWLdTfPhhNOs7CWKxpiM8IB2DBU4pKqbTk7K0KFR+iiIpHlCo4n6uyPFoVLj0DeV+ZZq1svF/7xOooPzbspEnGgqyPSjIOFIRyjPB/WZpETzsSGYSGZ2RWSITUbapFg2IbizJ8+T5knVdaruzWmldlnEUYJ9OIAjcOEManANdWgAgQd4ghd4tR6tZ+vNep+WLlhFzx78gfXxDcXVniA=</latexit><latexit sha1_base64="ChLVskzOTZDfN1yqMFtqglj0AMY=">AAACEnicbVDLSsNAFL3xWesr6tLNYBF0UxIRdCMU3bisYB/QlDKZTtqhk0mYmYgl5Bvc+CtuXCji1pU7/8ZJG1BbDwwczrn3zr3HjzlT2nG+rIXFpeWV1dJaeX1jc2vb3tltqiiRhDZIxCPZ9rGinAna0Exz2o4lxaHPacsfXeV+645KxSJxq8cx7YZ4IFjACNZG6tnHXiAxSb0YS80wR0H2w70Q66EfpPdZhi5Qz644VWcCNE/cglSgQL1nf3r9iCQhFZpwrFTHdWLdTfPhhNOs7CWKxpiM8IB2DBU4pKqbTk7K0KFR+iiIpHlCo4n6uyPFoVLj0DeV+ZZq1svF/7xOooPzbspEnGgqyPSjIOFIRyjPB/WZpETzsSGYSGZ2RWSITUbapFg2IbizJ8+T5knVdaruzWmldlnEUYJ9OIAjcOEManANdWgAgQd4ghd4tR6tZ+vNep+WLlhFzx78gfXxDcXVniA=</latexit>

f(x) = x · a
<latexit sha1_base64="bbSHyazU/jOeOwDXwnpe5WIq6Ns=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0WoCCURQTdC0Y3LCvYBTSiTyaQdOsmEmYlYQj7Cjb/ixoUibl2482+ctMFH64GBM+fcy733eDGjUlnWp1FaWFxaXimvVtbWNza3zO2dtuSJwKSFOeOi6yFJGI1IS1HFSDcWBIUeIx1vdJn7nVsiJOXRjRrHxA3RIKIBxUhpqW8eBTUnRGroBelddgjP4c8POtjn6ltAWd+sWnVrAjhP7IJUQYFm3/xwfI6TkEQKMyRlz7Zi5aZIKIoZySpOIkmM8AgNSE/TCIVEuunkqAweaMWHARf6RQpO1N8dKQqlHIeersw3lLNeLv7n9RIVnLkpjeJEkQhPBwUJg4rDPCHoU0GwYmNNEBZU7wrxEAmElc6xokOwZ0+eJ+3jum3V7euTauOiiKMM9sA+qAEbnIIGuAJN0AIY3INH8AxejAfjyXg13qalJaPo2QV/YLx/AXZ6nnY=</latexit><latexit sha1_base64="bbSHyazU/jOeOwDXwnpe5WIq6Ns=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0WoCCURQTdC0Y3LCvYBTSiTyaQdOsmEmYlYQj7Cjb/ixoUibl2482+ctMFH64GBM+fcy733eDGjUlnWp1FaWFxaXimvVtbWNza3zO2dtuSJwKSFOeOi6yFJGI1IS1HFSDcWBIUeIx1vdJn7nVsiJOXRjRrHxA3RIKIBxUhpqW8eBTUnRGroBelddgjP4c8POtjn6ltAWd+sWnVrAjhP7IJUQYFm3/xwfI6TkEQKMyRlz7Zi5aZIKIoZySpOIkmM8AgNSE/TCIVEuunkqAweaMWHARf6RQpO1N8dKQqlHIeersw3lLNeLv7n9RIVnLkpjeJEkQhPBwUJg4rDPCHoU0GwYmNNEBZU7wrxEAmElc6xokOwZ0+eJ+3jum3V7euTauOiiKMM9sA+qAEbnIIGuAJN0AIY3INH8AxejAfjyXg13qalJaPo2QV/YLx/AXZ6nnY=</latexit><latexit sha1_base64="bbSHyazU/jOeOwDXwnpe5WIq6Ns=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0WoCCURQTdC0Y3LCvYBTSiTyaQdOsmEmYlYQj7Cjb/ixoUibl2482+ctMFH64GBM+fcy733eDGjUlnWp1FaWFxaXimvVtbWNza3zO2dtuSJwKSFOeOi6yFJGI1IS1HFSDcWBIUeIx1vdJn7nVsiJOXRjRrHxA3RIKIBxUhpqW8eBTUnRGroBelddgjP4c8POtjn6ltAWd+sWnVrAjhP7IJUQYFm3/xwfI6TkEQKMyRlz7Zi5aZIKIoZySpOIkmM8AgNSE/TCIVEuunkqAweaMWHARf6RQpO1N8dKQqlHIeersw3lLNeLv7n9RIVnLkpjeJEkQhPBwUJg4rDPCHoU0GwYmNNEBZU7wrxEAmElc6xokOwZ0+eJ+3jum3V7euTauOiiKMM9sA+qAEbnIIGuAJN0AIY3INH8AxejAfjyXg13qalJaPo2QV/YLx/AXZ6nnY=</latexit><latexit sha1_base64="bbSHyazU/jOeOwDXwnpe5WIq6Ns=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0WoCCURQTdC0Y3LCvYBTSiTyaQdOsmEmYlYQj7Cjb/ixoUibl2482+ctMFH64GBM+fcy733eDGjUlnWp1FaWFxaXimvVtbWNza3zO2dtuSJwKSFOeOi6yFJGI1IS1HFSDcWBIUeIx1vdJn7nVsiJOXRjRrHxA3RIKIBxUhpqW8eBTUnRGroBelddgjP4c8POtjn6ltAWd+sWnVrAjhP7IJUQYFm3/xwfI6TkEQKMyRlz7Zi5aZIKIoZySpOIkmM8AgNSE/TCIVEuunkqAweaMWHARf6RQpO1N8dKQqlHIeersw3lLNeLv7n9RIVnLkpjeJEkQhPBwUJg4rDPCHoU0GwYmNNEBZU7wrxEAmElc6xokOwZ0+eJ+3jum3V7euTauOiiKMM9sA+qAEbnIIGuAJN0AIY3INH8AxejAfjyXg13qalJaPo2QV/YLx/AXZ6nnY=</latexit>

<latexit sha1_base64="/m3xdlxtyTpKEe8H9bEtq8zkZqw=">AAACEHicbVDLSgMxFL1TX7W+qi7dBIvoQsqMiLosunFZxT6gHUsmzbShmcyQZMQyzCe48VfcuFDErUt3/o1pO4K2HgicnHMv997jRZwpbdtfVm5ufmFxKb9cWFldW98obm7VVRhLQmsk5KFselhRzgStaaY5bUaS4sDjtOENLkZ+445KxUJxo4cRdQPcE8xnBGsjdYr77QDrvucn9+kh+uE4RW0msq+XXKe3prJkl+0x0CxxMlKCDNVO8bPdDUkcUKEJx0q1HDvSboKlZoTTtNCOFY0wGeAebRkqcECVm4wPStGeUbrID6V5QqOx+rsjwYFSw8AzlaMd1bQ3Ev/zWrH2z9yEiSjWVJDJID/mSIdolA7qMkmJ5kNDMJHM7IpIH0tMtMmwYEJwpk+eJfWjsnNStq+OS5XzLI487MAuHIADp1CBS6hCDQg8wBO8wKv1aD1bb9b7pDRnZT3b8AfWxzcMn506</latexit>

x,a 2 Rn
a

<latexit sha1_base64="YWJIstkf+pdgisEWpHWEe8hMiDM=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhRmeDas2tu3OQVeIVpAYFmoPqV38YszTiCpmkxvQ8N0E/oxoFk3xW6aeGJ5RN6Ij3LFU04sbP5oln5MwqQxLG2j6FZK7+3shoZMw0CuxkntAse7n4n9dLMbz2M6GSFLlii4/CVBKMSX4+GQrNGcqpJZRpYbMSNqaaMrQlVWwJ3vLJq6R9Uffcund/WWvcFHWU4QRO4Rw8uIIG3EETWsBAwTO8wptjnBfn3flYjJacYucY/sD5/AHaRpEF</latexit><latexit sha1_base64="YWJIstkf+pdgisEWpHWEe8hMiDM=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhRmeDas2tu3OQVeIVpAYFmoPqV38YszTiCpmkxvQ8N0E/oxoFk3xW6aeGJ5RN6Ij3LFU04sbP5oln5MwqQxLG2j6FZK7+3shoZMw0CuxkntAse7n4n9dLMbz2M6GSFLlii4/CVBKMSX4+GQrNGcqpJZRpYbMSNqaaMrQlVWwJ3vLJq6R9Uffcund/WWvcFHWU4QRO4Rw8uIIG3EETWsBAwTO8wptjnBfn3flYjJacYucY/sD5/AHaRpEF</latexit><latexit sha1_base64="YWJIstkf+pdgisEWpHWEe8hMiDM=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhRmeDas2tu3OQVeIVpAYFmoPqV38YszTiCpmkxvQ8N0E/oxoFk3xW6aeGJ5RN6Ij3LFU04sbP5oln5MwqQxLG2j6FZK7+3shoZMw0CuxkntAse7n4n9dLMbz2M6GSFLlii4/CVBKMSX4+GQrNGcqpJZRpYbMSNqaaMrQlVWwJ3vLJq6R9Uffcund/WWvcFHWU4QRO4Rw8uIIG3EETWsBAwTO8wptjnBfn3flYjJacYucY/sD5/AHaRpEF</latexit><latexit sha1_base64="YWJIstkf+pdgisEWpHWEe8hMiDM=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhRmeDas2tu3OQVeIVpAYFmoPqV38YszTiCpmkxvQ8N0E/oxoFk3xW6aeGJ5RN6Ij3LFU04sbP5oln5MwqQxLG2j6FZK7+3shoZMw0CuxkntAse7n4n9dLMbz2M6GSFLlii4/CVBKMSX4+GQrNGcqpJZRpYbMSNqaaMrQlVWwJ3vLJq6R9Uffcund/WWvcFHWU4QRO4Rw8uIIG3EETWsBAwTO8wptjnBfn3flYjJacYucY/sD5/AHaRpEF</latexit>

@f

@x
= [

@f

@x1
,
@f

@x2
, . . . ,

@f

@xn
]

<latexit sha1_base64="HZ3OPqfmGVCIiKXSn7LF8mBSaow=">AAACfXichVFdS8MwFE3r15xfUx99CY6ByhjtEOaLMPTFxwnuA9pS0izdgmlaklQ2Sv+Fv8w3/4ovmm4DdZN5IHA499yb5NwgYVQqy3o3zI3Nre2d0m55b//g8KhyfNKTcSow6eKYxWIQIEkY5aSrqGJkkAiCooCRfvB8X9T7L0RIGvMnNU2IF6ERpyHFSGnJr7y6oUA4cxMkFEUMhvk3dyOkxkGYTfIc3kJnjXPi23kdrjU0CwMbxkr+Y+S551eqVsOaAa4Se0GqYIGOX3lzhzFOI8IVZkhKx7YS5WXFTMxIXnZTSRKEn9GIOJpyFBHpZbP0cljTyhCGsdCHKzhTf3ZkKJJyGgXaWQQil2uF+FfNSVV442WUJ6kiHM8vClMGVQyLVcAhFQQrNtUEYUH1WyEeIx2N0gsr6xDs5S+vkl6zYVsN+/G62r5bxFECZ+AcXAAbtEAbPIAO6AIMPgxoXBpXxqdZM+tmY241jUXPKfgFs/UFnqbEKQ==</latexit><latexit sha1_base64="HZ3OPqfmGVCIiKXSn7LF8mBSaow=">AAACfXichVFdS8MwFE3r15xfUx99CY6ByhjtEOaLMPTFxwnuA9pS0izdgmlaklQ2Sv+Fv8w3/4ovmm4DdZN5IHA499yb5NwgYVQqy3o3zI3Nre2d0m55b//g8KhyfNKTcSow6eKYxWIQIEkY5aSrqGJkkAiCooCRfvB8X9T7L0RIGvMnNU2IF6ERpyHFSGnJr7y6oUA4cxMkFEUMhvk3dyOkxkGYTfIc3kJnjXPi23kdrjU0CwMbxkr+Y+S551eqVsOaAa4Se0GqYIGOX3lzhzFOI8IVZkhKx7YS5WXFTMxIXnZTSRKEn9GIOJpyFBHpZbP0cljTyhCGsdCHKzhTf3ZkKJJyGgXaWQQil2uF+FfNSVV442WUJ6kiHM8vClMGVQyLVcAhFQQrNtUEYUH1WyEeIx2N0gsr6xDs5S+vkl6zYVsN+/G62r5bxFECZ+AcXAAbtEAbPIAO6AIMPgxoXBpXxqdZM+tmY241jUXPKfgFs/UFnqbEKQ==</latexit><latexit sha1_base64="HZ3OPqfmGVCIiKXSn7LF8mBSaow=">AAACfXichVFdS8MwFE3r15xfUx99CY6ByhjtEOaLMPTFxwnuA9pS0izdgmlaklQ2Sv+Fv8w3/4ovmm4DdZN5IHA499yb5NwgYVQqy3o3zI3Nre2d0m55b//g8KhyfNKTcSow6eKYxWIQIEkY5aSrqGJkkAiCooCRfvB8X9T7L0RIGvMnNU2IF6ERpyHFSGnJr7y6oUA4cxMkFEUMhvk3dyOkxkGYTfIc3kJnjXPi23kdrjU0CwMbxkr+Y+S551eqVsOaAa4Se0GqYIGOX3lzhzFOI8IVZkhKx7YS5WXFTMxIXnZTSRKEn9GIOJpyFBHpZbP0cljTyhCGsdCHKzhTf3ZkKJJyGgXaWQQil2uF+FfNSVV442WUJ6kiHM8vClMGVQyLVcAhFQQrNtUEYUH1WyEeIx2N0gsr6xDs5S+vkl6zYVsN+/G62r5bxFECZ+AcXAAbtEAbPIAO6AIMPgxoXBpXxqdZM+tmY241jUXPKfgFs/UFnqbEKQ==</latexit><latexit sha1_base64="HZ3OPqfmGVCIiKXSn7LF8mBSaow=">AAACfXichVFdS8MwFE3r15xfUx99CY6ByhjtEOaLMPTFxwnuA9pS0izdgmlaklQ2Sv+Fv8w3/4ovmm4DdZN5IHA499yb5NwgYVQqy3o3zI3Nre2d0m55b//g8KhyfNKTcSow6eKYxWIQIEkY5aSrqGJkkAiCooCRfvB8X9T7L0RIGvMnNU2IF6ERpyHFSGnJr7y6oUA4cxMkFEUMhvk3dyOkxkGYTfIc3kJnjXPi23kdrjU0CwMbxkr+Y+S551eqVsOaAa4Se0GqYIGOX3lzhzFOI8IVZkhKx7YS5WXFTMxIXnZTSRKEn9GIOJpyFBHpZbP0cljTyhCGsdCHKzhTf3ZkKJJyGgXaWQQil2uF+FfNSVV442WUJ6kiHM8vClMGVQyLVcAhFQQrNtUEYUH1WyEeIx2N0gsr6xDs5S+vkl6zYVsN+/G62r5bxFECZ+AcXAAbtEAbPIAO6AIMPgxoXBpXxqdZM+tmY241jUXPKfgFs/UFnqbEKQ==</latexit>

<latexit sha1_base64="3NffHKYROZfJbFt+nqDPbEGdK3M=">AAACDnicbZDLSsNAFIYnXmu9VV26GSwFQShJEXUjFN24rGAv0IZwMpm0QyeTMDMRS+kTuPFV3LhQxK1rd76N0zQLbf1h4OM/53Dm/H7CmdK2/W0tLa+srq0XNoqbW9s7u6W9/ZaKU0lok8Q8lh0fFOVM0KZmmtNOIilEPqdtf3g9rbfvqVQsFnd6lFA3gr5gISOgjeWVKiG+xA+eA56DTwzUwKsZ6PEg1ipzBHimr2xX7Ux4EZwcyihXwyt99YKYpBEVmnBQquvYiXbHIDUjnE6KvVTRBMgQ+rRrUEBElTvOzpnginECHMbSPKFx5v6eGEOk1CjyTWcEeqDma1Pzv1o31eGFO2YiSTUVZLYoTDnWMZ5mgwMmKdF8ZACIZOavmAxAAtEmwaIJwZk/eRFatapzVrVvT8v1qzyOAjpER+gYOegc1dENaqAmIugRPaNX9GY9WS/Wu/Uxa12y8pkD9EfW5w9cMJkv</latexit>

f = x1a1 + x2a2 + . . .+ xnan
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Warm up:  Vectorized gradients exercises
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(a)   

(b)  

(c)  

(d) 

w
exp(w ⋅ x)
exp(w ⋅ x)w
x

The answer is (c).


∂
∂xi

=
exp(∑n

k=1 wixi)

∂xi
= exp(

n

∑
k=1

wixi)wi

Let , what is the value of ? (Assume  )f = exp(w ⋅ x)
∂f
∂x

w, x ∈ ℝn

Hints:

• The derivative of  is 

• The derivative of  with respect to  is 

exp(z) exp(z)
w ⋅ x x w
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Let’s compute gradients for word2vec
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Consider one pair of center/context words :(t, c)

y = � log

✓
exp(ut · vc)P

k2V exp(ut · vk)

◆

<latexit sha1_base64="I2knH7Ic3NO14x5ahBCqS6KnOWM=">AAACYnicjVFNaxsxENVumo86TeI0x/YgagL2oWa3FJJLIbSXHBOInYBlFq08awtrpUWaDVmW/ZO95ZRLfkhlZw/5OvSBxOPNPGb0lBZKOoyi+yDc+LC5tb3zsbP7aW//oHv4eexMaQWMhFHG3qTcgZIaRihRwU1hgeepgut0+WdVv74F66TRV1gVMM35XMtMCo5eSrpVRX/R70yZOVOQYZ9llouawV3RZznHRZrVZZMgZWJm/N1Kt00iBk3NXJkn9ZIyqem4+R/XctA0zMr5AgdJtxcNozXoWxK3pEdaXCTdv2xmRJmDRqG4c5M4KnBac4tSKGg6rHRQcLHkc5h4qnkOblqvI2rosVdmNDPWH410rT531Dx3rspT37na1r2urcT3apMSs9NpLXVRImjxNCgrFUVDV3nTmbQgUFWecGGl35WKBfcho/+Vjg8hfv3kt2T8YxhHw/jyZ+/sdxvHDvlCvpE+ickJOSPn5IKMiCAPwWawHxwEj2EnPAyPnlrDoPUckRcIv/4DLt+4uw==</latexit><latexit sha1_base64="I2knH7Ic3NO14x5ahBCqS6KnOWM=">AAACYnicjVFNaxsxENVumo86TeI0x/YgagL2oWa3FJJLIbSXHBOInYBlFq08awtrpUWaDVmW/ZO95ZRLfkhlZw/5OvSBxOPNPGb0lBZKOoyi+yDc+LC5tb3zsbP7aW//oHv4eexMaQWMhFHG3qTcgZIaRihRwU1hgeepgut0+WdVv74F66TRV1gVMM35XMtMCo5eSrpVRX/R70yZOVOQYZ9llouawV3RZznHRZrVZZMgZWJm/N1Kt00iBk3NXJkn9ZIyqem4+R/XctA0zMr5AgdJtxcNozXoWxK3pEdaXCTdv2xmRJmDRqG4c5M4KnBac4tSKGg6rHRQcLHkc5h4qnkOblqvI2rosVdmNDPWH410rT531Dx3rspT37na1r2urcT3apMSs9NpLXVRImjxNCgrFUVDV3nTmbQgUFWecGGl35WKBfcho/+Vjg8hfv3kt2T8YxhHw/jyZ+/sdxvHDvlCvpE+ickJOSPn5IKMiCAPwWawHxwEj2EnPAyPnlrDoPUckRcIv/4DLt+4uw==</latexit><latexit sha1_base64="I2knH7Ic3NO14x5ahBCqS6KnOWM=">AAACYnicjVFNaxsxENVumo86TeI0x/YgagL2oWa3FJJLIbSXHBOInYBlFq08awtrpUWaDVmW/ZO95ZRLfkhlZw/5OvSBxOPNPGb0lBZKOoyi+yDc+LC5tb3zsbP7aW//oHv4eexMaQWMhFHG3qTcgZIaRihRwU1hgeepgut0+WdVv74F66TRV1gVMM35XMtMCo5eSrpVRX/R70yZOVOQYZ9llouawV3RZznHRZrVZZMgZWJm/N1Kt00iBk3NXJkn9ZIyqem4+R/XctA0zMr5AgdJtxcNozXoWxK3pEdaXCTdv2xmRJmDRqG4c5M4KnBac4tSKGg6rHRQcLHkc5h4qnkOblqvI2rosVdmNDPWH410rT531Dx3rspT37na1r2urcT3apMSs9NpLXVRImjxNCgrFUVDV3nTmbQgUFWecGGl35WKBfcho/+Vjg8hfv3kt2T8YxhHw/jyZ+/sdxvHDvlCvpE+ickJOSPn5IKMiCAPwWawHxwEj2EnPAyPnlrDoPUckRcIv/4DLt+4uw==</latexit><latexit sha1_base64="I2knH7Ic3NO14x5ahBCqS6KnOWM=">AAACYnicjVFNaxsxENVumo86TeI0x/YgagL2oWa3FJJLIbSXHBOInYBlFq08awtrpUWaDVmW/ZO95ZRLfkhlZw/5OvSBxOPNPGb0lBZKOoyi+yDc+LC5tb3zsbP7aW//oHv4eexMaQWMhFHG3qTcgZIaRihRwU1hgeepgut0+WdVv74F66TRV1gVMM35XMtMCo5eSrpVRX/R70yZOVOQYZ9llouawV3RZznHRZrVZZMgZWJm/N1Kt00iBk3NXJkn9ZIyqem4+R/XctA0zMr5AgdJtxcNozXoWxK3pEdaXCTdv2xmRJmDRqG4c5M4KnBac4tSKGg6rHRQcLHkc5h4qnkOblqvI2rosVdmNDPWH410rT531Dx3rspT37na1r2urcT3apMSs9NpLXVRImjxNCgrFUVDV3nTmbQgUFWecGGl35WKBfcho/+Vjg8hfv3kt2T8YxhHw/jyZ+/sdxvHDvlCvpE+ickJOSPn5IKMiCAPwWawHxwEj2EnPAyPnlrDoPUckRcIv/4DLt+4uw==</latexit>

We need to compute the gradient of  with respect toy

  and ut vk, ∀k ∈ V
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Overall algorithm
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• Input: text corpus, embedding size , vocabulary , context size 


• Initialize  randomly  


• Run through the training corpus and for each training instance (t, c):


• Update   ;     


• Update   ;      

d V m

ui, vi ∀i ∈ V

ut ← ut − η
∂y
∂ut

∂y
∂ut

= − vc + ∑
k∈V

P(k | t)vk

vk ← vk − η
∂y
∂vk

, ∀k ∈ V
∂y
∂vk

= {(P(k | t) − 1)ut k = c
P(k | t)ut k ≠ c

Q:  Can you think of any issues with this algorithm?
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Overall algorithm: Problem
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Problem: every time you get one pair of (t, c), you need to update  with all the words in the 
vocabulary! This is very expensive computationally.


    ;       


vk

∂y
∂ut

= − vc + ∑
k∈V

P(k | t)vk
∂y
∂vk

= {(P(k | t) − 1) ut k = c
P(k | t) ut k ≠ c

P(k | t) =
exp (ut ⋅ vk)

∑j∈V exp (ut ⋅ vj)
Key question: Do we really need to compare the center word against


every word in the vocabulary every time?



Jan 27 lecture starts from here



CS 288 Advanced Natural Language Processing
Course website: cal-cs288.github.io/sp26 

Ed: edstem.org/us/join/XvztdK 

• Class starts at 15:40!

https://cal-cs288.github.io/sp26/
https://edstem.org/us/join/XvztdK
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Announcements
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• Enrollment:

• Batch 1 codes sent. Please use your code by tomorrow (Wednesday).

• Batch 2 will be sent on Thursday.


• Everyone (including students not enrolled yet) should now have access to Ed and Gradescope

• Assignment 1 is out! (Due in two weeks) 

• Part 1: n-gram LM (our previous lecture)

• Part 2: Text classification (today’s lecture) — involves hidden test set

• Submit on Gradescope (max 5 submissions)


• Please start thinking about the course project!

• Check out the descriptions on the course website.

• Team registration / match request is due 02/10. Teams must have 3 students.

• Feel free to use Ed to find teammates.


• Today’s lecture plan: Finish Word embeddings (20min)  Text classification (60min)→
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Recap: Representing a word
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One-hot encoding Count vectors

vcat =

0

BB@

�0.224
0.130
�0.290
0.276

1

CCA

<latexit sha1_base64="ZS11t+SATcIQYaaJ4VZuEjXjz0Y=">AAACOXicbZDPShxBEMZrjIk65s8aj3poIoFcsvRsQlSIIHjxuIKrws6y9PTWro09PUN3jbgM8wx5m1zyFt4ELx4U8ZoXSM+uiFE/aPj4VRVd9SW5Vo44vwhmXs2+fjM3vxAuvn33/kNj6eOByworsSMzndmjRDjUymCHFGk8yi2KNNF4mJzs1PXDU7ROZWafxjn2UjEyaqikII/6jfZpv4wJz6j0pKq2wjjBkTJlngqy6qwKv/Jmq/WdxXHIm9E3XpsabfIpaq3/CGM0g4eBfmONN/lE7LmJ7s3a9uqvmAFAu984jweZLFI0JLVwrhvxnHqlsKSkxiqMC4e5kCdihF1vjUjR9crJ5RX77MmADTPrnyE2oY8nSpE6N04T3+n3O3ZPazV8qdYtaLjRK5XJC0Ijpx8NC80oY3WMbKAsStJjb4S0yu/K5LGwQpIPO/QhRE9Pfm4OWs3Ih7rn0/gJU83DCnyCLxDBOmzDLrShAxJ+wyVcw03wJ7gKboO7aetMcD+zDP8p+PsPf3eqbQ==</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="X7JObiHYNXwbsISLOmkjXbSsJws=">AAACOXicbZBNSyNBEIZ7/Fh1dHejHvXQrCx42dCTFT9AQfDiMYJRIRNCT6cSG3t6hu4aMQzzG/w3Xrz5E7wJXjwo4lW825OIrLovNLw8VUVXvVGqpEXGbryR0bHxbxOTU/70zPcfPyuzcwc2yYyAhkhUYo4ibkFJDQ2UqOAoNcDjSMFhdLJT1g9PwViZ6H3sp9CKeU/LrhQcHWpX6qftPEQ4w9yRotjywwh6UudpzNHIs8L/w6q12goNQ59Vg7+sNCXaYENUW1v1Q9Cd94F2ZYlV2UD0qwnezNL24nm4/HJ1Xm9XrsNOIrIYNArFrW0GLMVWzg1KoaDww8xCysUJ70HTWc1jsK18cHlBfzvSod3EuKeRDui/EzmPre3Hket0+x3bz7US/q/WzLC73sqlTjMELYYfdTNFMaFljLQjDQhUfWe4MNLtSsUxN1ygC9t3IQSfT/5qDmrVwIW659LYJENNkgXyiyyTgKyRbbJL6qRBBLkgt+SePHiX3p336D0NW0e8t5l58kHe8yuUTqy7</latexit><latexit sha1_base64="yUhkDlYwUUEoQ+3MeiaCkTTY5/M=">AAACOXicbZBNSyNBEIZ71PVj3NWsHr00BsHLhp4oxgUFwYvHCEaFTAg9nUps7OkZumvEMMzf8uK/8CZ48bCLePUP2JME8euFhpenquiqN0qVtMjYvTc1PfNjdm5+wV/8+WtpufJ75dQmmRHQEolKzHnELSipoYUSFZynBngcKTiLLg/L+tkVGCsTfYLDFDoxH2jZl4KjQ91K86qbhwjXmDtSFPt+GMFA6jyNORp5Xfh/WK1e36Zh6LNasMVKU6K/bIzqjR0/BN17G+hWqqzGRqJfTTAxVTJRs1u5C3uJyGLQKBS3th2wFDs5NyiFgsIPMwspF5d8AG1nNY/BdvLR5QXdcKRH+4lxTyMd0fcTOY+tHcaR63T7XdjPtRJ+V2tn2N/t5FKnGYIW44/6maKY0DJG2pMGBKqhM1wY6Xal4oIbLtCF7bsQgs8nfzWn9VrgQj1m1YO9SRzzZI2sk00SkAY5IEekSVpEkBvyQP6R/96t9+g9ec/j1ilvMrNKPsh7eQWaI6kG</latexit>

vdog =

0

BB@

�0.124
0.430
�0.200
0.329

1

CCA

<latexit sha1_base64="7A8Mq63LMTMc+l3UeNcP10h1a/Y=">AAACOXicbVBNSxxBFHyjJjGTDzd6zKVRhFyy9KyCBiIIuXgRNsRVYWdZenrero09PUP3G3EZ5m958V94C3jQgyJe8wfSuyuSqAUNRdUr+r1KCq0ccf47mJmde/X6zfzb8N37Dx8XGp8W911eWokdmevcHibCoVYGO6RI42FhUWSJxoPk+MfYPzhB61Ru9mhUYC8TQ6MGSgryUr/RPulXMeEpVWk+rOutME5wqExVZIKsOq3Dr7wZtdZZHIe8ub7Gx8RLLc6n0lrrWxijSR8D/cYKb/IJ2HMSPZCVbbb76woA2v3GRZzmsszQkNTCuW7EC+pVwpKSGuswLh0WQh6LIXY9NSJD16sml9ds1SspG+TWP0Nsov6bqETm3ChL/KTf78g99cbiS163pMFmr1KmKAmNnH40KDWjnI1rZKmyKEmPPBHSKr8rk0fCCkm+7NCXED09+TnZbzUj3+5P38Z3mGIePsMyfIEINmAbdqANHZBwBpdwA7fBeXAd3AX309GZ4CGzBP8h+PMXGHGq4A==</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="uVvmVkONvo7ZgSwrHlzj6B+jPNQ=">AAACOXicbVDPaxNBGJ1tba1rf2zr0ctgKHhpmE0CtdBCQRAvQkSTFrJLmJ39kgyZnV1mvg0Ny/5bXvwvvAlePCjixYP/gJOkiDZ9MPB473vM972kUNIiY5+9jc0HW9sPdx75j3f39g+Cw6O+zUsjoCdylZvrhFtQUkMPJSq4LgzwLFFwlUxfLvyrGRgrc/0e5wXEGR9rOZKCo5OGQXc2rCKEG6zSfFzXF36UwFjqqsg4GnlT+yesGbY6NIp81uy02YI4qcXYSmq3zvwIdPo3MAwarMmWoOskvCWNS/rm3a9p/Ko7DD5FaS7KDDQKxa0dhKzAuOIGpVBQ+1FpoeBiyscwcFTzDGxcLS+v6bFTUjrKjXsa6VL9N1HxzNp5lrhJt9/E3vUW4n3eoMTRi7iSuigRtFh9NCoVxZwuaqSpNCBQzR3hwki3KxUTbrhAV7bvSgjvnrxO+q1m6Np969o4JyvskKfkGXlOQnJKLslr0iU9IsgH8oV8I9+9j95X74f3czW64d1mnpD/4P3+A5WBq/0=</latexit><latexit sha1_base64="QWAMEHLqCoErtEma6Wi/777uLqM=">AAACOXicbVDLSiNBFK12fMT2lRmXbgqD4MZQHQUVHAi4cRnBqJAOobr6JhZWVzdVt8XQ9G/NZv5idgNuXCji1h+w8kB8HSg4nHMPde+JMiUtMvbfm/kxOze/UFn0l5ZXVteqP3+d2zQ3AtoiVam5jLgFJTW0UaKCy8wATyIFF9H18ci/uAFjZarPcJhBN+EDLftScHRSr9q66RUhwi0WcTooy99+GMFA6iJLOBp5W/o7rB409mgY+qy+t8tGxEkNxibSbuPQD0HHb4FetcbqbAz6lQRTUiNTtHrVf2GcijwBjUJxazsBy7BbcINSKCj9MLeQcXHNB9BxVPMEbLcYX17SLafEtJ8a9zTSsfo+UfDE2mESuUm335X97I3E77xOjv2DbiF1liNoMfmonyuKKR3VSGNpQKAaOsKFkW5XKq644QJd2b4rIfh88ldy3qgHrt1TVmseTeuokA2ySbZJQPZJk5yQFmkTQf6QO/JAHr2/3r335D1PRme8aWadfID38gqQ96kA</latexit>

vthe =

0

BB@

0.234
0.266
0.239
�0.199

1

CCA

<latexit sha1_base64="odYGt+syjpaXyhzBR2lH0qeQ+vM=">AAACOHicbZBBSxtBFMffWtuma1tje6yHoSJ4adjVogYUBC/etGBUyIYwO3lJBmdnl5m3krDsZ+in6cWP0VvpxYMiXv0EnU2CWPUPAz/+7z3mvX+cKWkpCP54c6/mX795W3vnL7z/8HGxvvTpxKa5EdgSqUrNWcwtKqmxRZIUnmUGeRIrPI3P96v66QUaK1N9TOMMOwkfaNmXgpOzuvXDi24REY6ooCGW5a4fxTiQusgSTkaOSj9orG98Z1FUwebmDDaaFXwLGmGz6Ueoew/93fpK0AgmYs8hnMHK3vLPiAHAUbf+O+qlIk9Qk1Dc2nYYZNQpuCEpFJZ+lFvMuDjnA2w71DxB2ykmh5ds1Tk91k+Ne5rYxH08UfDE2nESu06339A+rVXmS7V2Tv3tTiF1lhNqMf2onytGKatSZD1pUJAaO+DCSLcrE0NuuCCXte9CCJ+e/BxO1huhS/CHS2MHpqrBF/gKaxDCFuzBARxBCwT8gr9wDTfepXfl3Xp309Y5bzbzGf6Td/8PLj6qUQ==</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="kC++ZoeREatr7v57EgIo3XrJSss=">AAACOHicbZDPattAEMZXSds46p84ybE9LA0FX2okOzgxJGDIpbe6UDsBy5jVemwvWa3E7sjYCD2DnyaXHvsIuYVeekgpvRZ678o2pXX6wcKPb2bYmS9MpDDoeXfO1vajx092Srvu02fPX+yV9w+6Jk41hw6PZayvQmZACgUdFCjhKtHAolDCZXh9UdQvp6CNiNVHnCfQj9hYiZHgDK01KL+fDrIAYYYZTiDPz90ghLFQWRIx1GKWu161Vj+mQVBAo7GGerOAt17VbzbdANTwT/+gfORVvaXoQ/DXcNR6tQgqvz4v2oPybTCMeRqBQi6ZMT3fS7CfMY2CS8jdIDWQMH7NxtCzqFgEpp8tD8/pG+sM6SjW9imkS/fviYxFxsyj0Hba/SZms1aY/6v1Uhyd9jOhkhRB8dVHo1RSjGmRIh0KDRzl3ALjWthdKZ8wzTjarF0bgr958kPo1qq+TfCDTeOMrFQiL8lrUiE+OSEt8o60SYdwckO+kHvyzfnkfHW+Oz9WrVvOeuaQ/CPn529DFayf</latexit><latexit sha1_base64="nKGHRyDYykkoHfjg5UdytxCiaVE=">AAACOHicbZBNSyNBEIZ7/Hb8iu7RS7NB8GKYUVEDCsJe9qbCRoVMCD2dStKkp2forgkJw/wsL/4Mb8tePLiIV3+BPXEQv15oeHiriq56w0QKg57315manpmdm19YdJeWV1bXKusblyZONYcGj2Wsr0NmQAoFDRQo4TrRwKJQwlU4+FXUr4agjYjVHxwn0IpYT4mu4Ayt1a6cDdtZgDDCDPuQ5yduEEJPqCyJGGoxyl2vtru3T4OggIODEvbqBex4Nb9edwNQnbf+dqXq1byJ6FfwS6iSUuftyl3QiXkagUIumTFN30uwlTGNgkvI3SA1kDA+YD1oWlQsAtPKJofndMs6HdqNtX0K6cR9P5GxyJhxFNpOu1/ffK4V5ne1Zordo1YmVJIiKP76UTeVFGNapEg7QgNHObbAuBZ2V8r7TDOONmvXhuB/PvkrXO7WfJvghVc9PS7jWCCb5CfZJj45JKfkNzknDcLJDflHHsh/59a5dx6dp9fWKaec+UE+yHl+AUjqqOo=</latexit>

vlanguage =

0

BB@

0.290
�0.441
0.762
0.982

1

CCA

<latexit sha1_base64="b4xc+Okp2p3fvc/1+aow+HYTGjA=">AAACPXicbZBNaxsxEIZn03y42yZ1m2MvIibQSxetCU0CKRh66aWQktgJeI3RymNHRKtdpNkQs+wf66X/obfecsmhpfTaa2U7hHy9IHh4ZwbNvGmhlSPOfwZLz5ZXVtcaz8MXL9c3XjVfv+m5vLQSuzLXuT1NhUOtDHZJkcbTwqLIUo0n6fmnWf3kAq1TuTmmaYGDTEyMGispyFvD5vHFsEoIL6nSwkxKMcG6/hgmKU6UqYpMkFWXdcij9j5nSRK+59HOTjwjHu1+aC9gf68dJmhGt/3DZotHfC72GOIbaHXYl6MrADgcNn8ko1yWGRqSWjjXj3lBg0pYUlJjHSalw0LIc79e36MRGbpBNb++ZtveGbFxbv0zxObu3YlKZM5Ns9R3+v3O3MPazHyq1i9pvDeolClKQiMXH41LzShnsyjZSFmUpKcehLTK78rkmbBCkg889CHED09+DL12FPMo/urTOICFGvAWtuAdxLALHfgMh9AFCd/gCn7B7+B7cB38Cf4uWpeCm5lNuKfg3386Saz9</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="hZMi7uSxdZH/uZAh+zd/W8RR0ZM=">AAACPXicbZBNSxxBEIZ7jPFjNLqao5cmInhx6FnED1AQAiEXQYmrws6w9PTWrs329AzdNcsuw/yxXPIfvHnLJYeI6NGrvbsiifpCw8NbVXTVm+RKWmTsxpv6MP1xZnZu3l9Y/LS0XFtZPbdZYQQ0RKYyc5lwC0pqaKBEBZe5AZ4mCi6S3tdR/aIPxspMn+EwhzjlXS07UnB0Vqt21m+VEcIAS8V1t+BdqKpDP0qgK3WZpxyNHFQ+C+r7jEaRv8WC7e1wRCzY3alPYH+v7keg2y/9rdo6C9hY9C2Ez7B+RI9/PPTibyet2nXUzkSRgkahuLXNkOUYl9ygFAoqPyos5Fz03HpNh5qnYONyfH1FN5zTpp3MuKeRjt1/J0qeWjtME9fp9ruyr2sj871as8DOXlxKnRcIWkw+6hSKYkZHUdK2NCBQDR1wYaTblYorbrhAF7jvQghfn/wWzutByILw1KVxQCaaI2vkC9kkIdklR+Q7OSENIshP8pv8JbfeL++Pd+fdT1qnvOeZz+Q/eY9Pt1muGg==</latexit><latexit sha1_base64="QL8ADr7tR9srk1Wpqs+QUhsdqR4=">AAACPXicbZBLSywxEIXT6r1q672OunQTHAQ3Nulh8AEKghuXCo4K08OQztSMwXS6SarFoek/5sb/4M6dGxeKuHVr5oH4OhD4OFVFqk6cKWmRsXtvYnLqz9/pmVl/bv7f/4XK4tKpTXMjoCFSlZrzmFtQUkMDJSo4zwzwJFZwFl8eDOpnV2CsTPUJ9jNoJbynZVcKjs5qV06u2kWEcI2F4rqX8x6U5Z4fxdCTusgSjkZelz4LajuMRpG/wYJ6PRwQC7Y2ayPY2a75EejOR3+7UmUBG4r+hHAMVTLWUbtyF3VSkSegUShubTNkGbYKblAKBaUf5RYyLi7dek2HmidgW8Xw+pKuOadDu6lxTyMdup8nCp5Y209i1+n2u7DfawPzt1ozx+52q5A6yxG0GH3UzRXFlA6ipB1pQKDqO+DCSLcrFRfccIEucN+FEH4/+Sec1oKQBeExq+7vjuOYIStklayTkGyRfXJIjkiDCHJDHsgTefZuvUfvxXsdtU5445ll8kXe2zuyz6sd</latexit>

Dense vectors

In particular, learned dense vectors (through shallow neural networks) 
are called word embeddings!
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Recap: Distributional semantics

54

Words that occur in similar contexts tend to have similar meanings

J.R.Firth 1957

• “You shall know a word by the company it keeps”

• One of the most successful ideas of modern 
statistical NLP!
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Recap: Nice properties of word embeddings

55

<latexit sha1_base64="yR+0hD4MjW0oc/F2RDddfqoBR28=">AAACKXicbVBNSyNBEO3xY3Wj7kY97qUxCJm4G2aWoF4Wgl48KpgoZGLo6VRik56eobvGJAzzd/biX/Gi4LJ69Y/YiTm4Zh80/Xiviqp6YSKFQc97chYWl5Y/rax+Lqytb3z5Wtzcapo41RwaPJaxvgyZASkUNFCghMtEA4tCCRfh4HjiX9yANiJW5zhOoB2xvhI9wRlaqVOsh1cV+osGCCPMmO7nQcRGnWxIA6FoM88CHpsylIfudwpldlVx6Y8Jceme/ULXzTvFklf1pqDzxJ+REpnhtFN8CLoxTyNQyCUzpuV7CbbtbBRcQl4IUgMJ4wPWh5alikVg2tn00pzuWqVLe7G2TyGdqu87MhYZM45CWxkxvDYfvYn4P6+VYu+wnQmVpAiKvw3qpZJiTCex0a7QwFGOLWFcC7sr5ddMM4423IINwf948jxp/qz6+9XaWa1UP5rFsUq+kR1SJj45IHVyQk5Jg3Dym9yRR/LHuXXunb/O81vpgjPr2Sb/wHl5Bc+1ozA=</latexit>

b⇤ = argmax
w2V

cos(e(w), e(a⇤)� e(a) + e(b))

Word analogy test: a : a* :: b : b*<latexit sha1_base64="es0YwS886huHywvI34iQv96Vwjg=">AAACNXicbVC7TgMxEPTxDOEVoKSxeEg0RHcUQImgoaAIEgGkJIp8ziZY8dmHvReITvkpCvgA/oAKCgoQoqWCGidBvEeyNJqZ1XonjKWw6Pt33sDg0PDIaGYsOz4xOTWdm5k9tDoxHIpcS22OQ2ZBCgVFFCjhODbAolDCUdjc6fpHLTBWaHWA7RgqEWsoURecoZOqub1WNS0jnGMaMdXp0FX6KZzpvlRmcWz0+ZfRFKrxM3qaALhoNbfo5/0e6F8SfJDFraXXy+vW+Fuhmrsp1zRPIlDIJbO2FPgxVlJmUHAJnWw5sRAz3mQNKDmqWAS2kvau7tBlp9RoXRv3FNKe+n0iZZG17Sh0yYjhif3tdcX/vFKC9c1KKlScICjeX1RPJEVNuxXSmjDAUbYdYdwI91fKT5hhHF3RWVdC8Pvkv+RwLR+s5/1918Y26SND5skCWSEB2SBbZJcUSJFwckFuyQN59K68e+/Je+5HB7yPmTnyA97LO4dnsro=</latexit>vman � vwoman ⇡ vking � vqueen
<latexit sha1_base64="GBokkfJhp6nuZ2T7/U7T2ZSRLJI=">AAACOHicbVBdSxtBFJ2N2tqobWof+zIYBF8MuxKqj9JCqU9NS6NCNoS7kxszZHZmmbkrLsv+rL70Z/St+NKHivjqL+gkBr8PDBzOOZc79ySZko7C8E9QW1hcevFy+VV9ZXXt9ZvG2/VDZ3IrsCuMMvY4AYdKauySJIXHmUVIE4VHyeTT1D86Reuk0T+oyLCfwomWIymAvDRofD0dlDHhGZUdsNJVFd/mt9JnC1qg12LIMmvO7pzvJsWH2QMCVVTVoNEMW+EM/CmJ5qTJ5ugMGr/joRF5ipqEAud6UZhRvwRLUiis6nHuMAMxgRPseaohRdcvZ4dXfNMrQz4y1j9NfKbenyghda5IE59MgcbusTcVn/N6OY32+qXUWU6oxc2iUa44GT5tkQ+lRUGq8ASElf6vXIzBgiDfdd2XED0++Sk53GlFH1rtb+3m/sd5HcvsPdtgWyxiu2yffWEd1mWC/WTn7B+7CH4Ff4PL4OomWgvmM+/YAwTX/wGluq9W</latexit>vParis � vFrance ⇡ vRome � vItaly
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Recap: Word2vec

56

• (Mikolov et al 2013a): Efficient Estimation of Word Representations in Vector Space


• (Mikolov et al 2013b): Distributed Representations of Words and Phrases and their 
Compositionality

Skip-gramContinuous Bag of Words (CBOW)

Tomáš Mikolov
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Recap: Skip-gram

57

• Key idea: Use each word to predict other words in its context

Our goal is to find parameters that can maximize 

P(problems ∣ into) × P(turning ∣ into) × P(banking ∣ into) × P(crises ∣ into)
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Recap: Skip-gram

58

• Key idea: Use each word to predict other words in its context

Our goal is to find parameters that can maximize 

P(problems ∣ into) × P(turning ∣ into) × P(banking ∣ into) × P(crises ∣ into) ×

P(turning ∣ banking) × P(into ∣ banking) × P(crises ∣ banking) × P(as ∣ banking)…

Key tricks: 
• We turn unlabeled text into supervised learning data


• We train a model on a prediction task, not for the sake of the 
prediction, but to learn high-quality representations (word 
embeddings) — recurring themes in pre-training 
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• We maximize


• Alternatively, we minimize


• Here, the conditional probability is represented as

Skim-gram: Objective function

59

L(✓) =
TY

t=1

Y

�mjm,j 6=0

P (wt+j | wt; ✓)

<latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit><latexit sha1_base64="eVY3k2h9oFNi4RVzO+rdBhuftGs=">AAACTXicbZFNaxsxEIa1zreTJm567EXUBBySmt1SaCEEQnrpoQcX4iTgdRatdhwrkbRbaTbBLPsHcyn01n/RSw4tJURr7yFfA0KP3pnRx6s4k8Ki7//2GnPzC4tLyyvN1bVX6xut15vHNs0Nhz5PZWpOY2ZBCg19FCjhNDPAVCzhJL78UuVPrsBYkeojnGQwVOxci5HgDJ0UtZJQMRxzJotvZSfEMSDbpvs0zEyaRAXuB+VZcVTWy/eKhhJ+0IvZpHYr0o78suh1rl39zkVJQyUSeh3hHq33K6NW2+/606DPIaihTeroRa1fYZLyXIFGLpm1g8DPcFgwg4JLKJthbiFj/JKdw8ChZgrssJi6UdItpyR0lBo3NNKp+rCjYMraiYpdZfV2+zRXiS/lBjmOPg8LobMcQfPZQaNcUkxpZS1NhAGOcuKAcSPcXSkfM8M4ug9oOhOCp09+DscfuoHfDb5/bB8c1nYsk7fkHemQgHwiB+Qr6ZE+4eSG/CF/yT/vp3fr/ffuZqUNr+55Qx5FY+keuray+g==</latexit>

J(✓) = � 1

T
logL(✓) = � 1

T

TX

t=1

X

�mjm,j 6=0

logP (wt+j | wt; ✓)

<latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit><latexit sha1_base64="23utKwn7ZJE6urpMOKPMcw5eqOk=">AAACe3icdVFdaxQxFM2MWuuq7aqPggQXca3tMiOKghSKvoj4sEK3Lexsl0z2zm7aJDMmd5Ql5E/403zzn/gimNkdRFu9EHLuuV/JuXklhcUk+R7FV65e27i+eaNz89btre3unbtHtqwNhxEvZWlOcmZBCg0jFCjhpDLAVC7hOD9/28SPP4OxotSHuKxgothci0JwhoGadr++72e4AGRP6D7dywrDuEu9O/SZLOc0UwwXnEn3wf8vzdZq6nA/9ae/vT1FMwmf6Nn6UrsN0gEl3q3aDvtfQs3TMx8GiBltHP+atgP8tNtLBsnK6GWQtqBHWhtOu9+yWclrBRq5ZNaO06TCiWMGBZfgO1ltoWL8nM1hHKBmCuzErbTz9FFgZrQoTTga6Yr9s8IxZe1S5SGzEcNejDXkv2LjGotXEyd0VSNovh5U1JJiSZtF0JkwwFEuA2DciPBWyhcsCIthXZ0gQnrxy5fB0bNBmgzSj897B29aOTbJffKQ9ElKXpID8o4MyYhw8iN6ED2O+tHPuBfvxLvr1Dhqa+6Rvyx+8QtA7b8+</latexit>

P (wt+j | wt) =
exp(uwt · vwt+j )P
k2V exp(uwt · vk)

<latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="e+z+9fOroxs43UnXStWJ/Sb1g8o=">AAACZ3icjVFdSxwxFM1MrdXV2rXgiwUbuxR2EZaZvtQXQfDFxy10V2FnGTKZjMZNMkNyR11CfoB/zzd/hS/+ALPjCvXjoQcCh3Nu7r05ySrBDUTRXRB+WPq4/GlltbW2/nnjS3tzfWTKWlM2pKUo9WlGDBNcsSFwEOy00ozITLCTbHo0908umTa8VH9hVrGJJGeKF5wS8FLavhl0r1ILexcOJ5Ln+CqFHj7ASaEJtQm7rrqJJHCeFbZ2qfWur6N5CfhZvmzkpoPrOZuYWqZ2ihOu8Mj9b4dpz7m03Yn6UQP8lsQL0kELDNL2bZKXtJZMARXEmHEcVTCxRAOngrlWUhtWETolZ2zsqSKSmYltInP4p1dyXJTaHwW4Uf+9YYk0ZiYzXzlf07z25uJ73riGYn9iuapqYIo+DSpqgaHE8/xxzjWjIGaeEKq53xXTc+LTBv9LLR9C/PrJb8noVz+O+vGfCK2gb+gH6qIY/UaH6BgN0BBRdB9sBTvB9+Ah3A53n+IKg0VuX9ELhJ1HMpa/Bw==</latexit><latexit sha1_base64="e+z+9fOroxs43UnXStWJ/Sb1g8o=">AAACZ3icjVFdSxwxFM1MrdXV2rXgiwUbuxR2EZaZvtQXQfDFxy10V2FnGTKZjMZNMkNyR11CfoB/zzd/hS/+ALPjCvXjoQcCh3Nu7r05ySrBDUTRXRB+WPq4/GlltbW2/nnjS3tzfWTKWlM2pKUo9WlGDBNcsSFwEOy00ozITLCTbHo0908umTa8VH9hVrGJJGeKF5wS8FLavhl0r1ILexcOJ5Ln+CqFHj7ASaEJtQm7rrqJJHCeFbZ2qfWur6N5CfhZvmzkpoPrOZuYWqZ2ihOu8Mj9b4dpz7m03Yn6UQP8lsQL0kELDNL2bZKXtJZMARXEmHEcVTCxRAOngrlWUhtWETolZ2zsqSKSmYltInP4p1dyXJTaHwW4Uf+9YYk0ZiYzXzlf07z25uJ73riGYn9iuapqYIo+DSpqgaHE8/xxzjWjIGaeEKq53xXTc+LTBv9LLR9C/PrJb8noVz+O+vGfCK2gb+gH6qIY/UaH6BgN0BBRdB9sBTvB9+Ah3A53n+IKg0VuX9ELhJ1HMpa/Bw==</latexit><latexit sha1_base64="JwMv/sOfzaSR0cvFGLscrahs/c0=">AAACcnicjVHRTtswFHXCxlg3oGPihUmbtwqpFVOV7AVeJiH2ssdOWgtSU0WO44Cp7UT2DVBZ/gB+jze+ghc+YG7IpA32sCNZOjrn3uvr46wS3EAU3QbhyrPnqy/WXnZevV7f2Oy+2ZqYstaUjWkpSn2SEcMEV2wMHAQ7qTQjMhPsOJt/W/rHF0wbXqqfsKjYTJJTxQtOCXgp7V6P+pephb1zhxPJc3yZwgB/xUmhCbUJu6r6iSRwlhW2dqn1rq+jeQn4t3zRyM0EN3A2MbVM7RwnXOGJ+98J84FzabcXDaMG+CmJW9JDLUZp9ybJS1pLpoAKYsw0jiqYWaKBU8FcJ6kNqwidk1M29VQRyczMNpE5vOuVHBel9kcBbtQ/OyyRxixk5iuXa5rH3lL8lzetoTiYWa6qGpiiDxcVtcBQ4mX+OOeaURALTwjV3O+K6RnxaYP/pY4PIX785Kdk8mUYR8P4R9Q7PGrjWEPv0CfURzHaR4foOxqhMaLoLtgO3gcfgvtwJ/wYttmFQdvzFv2F8PMvfzC/4Q==</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit><latexit sha1_base64="YxU1x4J5AlDT3J/Dp+p53Qpgi+U=">AAACcnicjVFda9swFJXdbc3SfaQdfdlg0xYGCRvBHoPupRC6lz1msKSFOBhZllstkmyk67ZB6Af07/Wtv6Iv+wFVPA+6dg87IDicc+/V1VFWCW4giq6CcOPBw0ebncfdrSdPnz3vbe/MTFlryqa0FKU+yohhgis2BQ6CHVWaEZkJdpgtv679w1OmDS/VD1hVbCHJseIFpwS8lPYuJoOz1MKHnw4nkuf4LIUh3sdJoQm1CTuvBokkcJIVtnap9a6vo3kJ+I982sjNBDd0NjG1TO0SJ1zhmfvfCcuhc2mvH42iBvg+iVvSRy0mae8yyUtaS6aACmLMPI4qWFiigVPBXDepDasIXZJjNvdUEcnMwjaROfzeKzkuSu2PAtyotzsskcasZOYr12uau95a/Jc3r6H4srBcVTUwRX9fVNQCQ4nX+eOca0ZBrDwhVHO/K6YnxKcN/pe6PoT47pPvk9mnURyN4u+f++ODNo4OeoXeoQGK0R4ao29ogqaIoutgN3gdvAl+hS/Dt2GbXRi0PS/QXwg/3gCAcL/l</latexit>

Problem: We need to compute the gradient of  with respect toy   and ut vk, ∀k ∈ V

Why? Because we are essentially comparing the center word against

every word in the vocabulary  Is it necessary?→
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Skip-gram with negative sampling (SGNS): Intuition

60

Instead of doing -way classification, let’s do binary classification

• Previously: Given a pair of words <t, c>, where c is the true context word for t, let’s make sure the 

model predicts c from t among among all  possible candidates.


• Now: Given a pair of words <t, c> where c may or may not be a true context word for t, let’s classify 
whether c is a correct context word or not.

|V |

|V |

Similar to binary logistic regression, but we need to optimize  and  together.u v
<latexit sha1_base64="1WPQF2BDkdmAQ1KJm1BjA8v5N04=">AAACJXicbVDLSsNAFJ34tr6qLt0MFqGClEREXSiIblxWsFVoQphMJu3QmSTM3BRKyM+48VfcuLCI4MpfcdpmodYDM5w5517m3hOkgmuw7U9rbn5hcWl5ZbWytr6xuVXd3mnrJFOUtWgiEvUYEM0Ej1kLOAj2mCpGZCDYQ9C/GfsPA6Y0T+J7GKbMk6Qb84hTAkbyqxfN+hBfYge7kocYjjA9NE9X864kdVcS6AVRnhU+YJeGiblLaVD49NCv1uyGPQGeJU5JaqhE06+O3DChmWQxUEG07jh2Cl5OFHAqWFFxM81SQvukyzqGxkQy7eWTLQt8YJQQR4kyJwY8UX925ERqPZSBqRwPqf96Y/E/r5NBdO7lPE4zYDGdfhRlAkOCx5HhkCtGQQwNIVRxMyumPaIIBRNsxYTg/F15lrSPG85pw747qV1dl3GsoD20j+rIQWfoCt2iJmohip7QC3pDI+vZerXerY9p6ZxV9uyiX7C+vgEoYKNW</latexit>

P (y = 1 | t, c) = �(ut · vc)
<latexit sha1_base64="KFZkl7CJGgI65UwUdu0LABuRRQ8=">AAACW3icjVHPS8MwGE3rrzmnTsWTl+CQTdDRiqgXQfTicYKbwjpKmqYzmLQl+SqM0n/Skx78V8R060GdBz9IeHnfe+TLS5AKrsFx3i17YXFpeaW2Wl9rrG9sNre2BzrJFGV9mohEPQZEM8Fj1gcOgj2mihEZCPYQPN+U/YcXpjRP4nuYpGwkyTjmEacEDOU3VdqZ4EvsYE/yEMMRpu1Dc3bxMfY0H0vS8SSBpyDKs8IH7NEwMXtFvRR+TttFaajEx/9Q+82W03WmheeBW4EWqqrnN1+9MKGZZDFQQbQeuk4Ko5wo4FSwou5lmqWEPpMxGxoYE8n0KJ9mU+ADw4Q4SpRZMeAp+92RE6n1RAZGWc6pf/dK8q/eMIPoYpTzOM2AxXR2UZQJDAkug8YhV4yCmBhAqOJmVkyfiCIUzHfUTQju7yfPg8FJ1z3rnt6dtq6uqzhqaA/tow5y0Tm6Qreoh/qIojf0aa1YNevDXrDrdmMmta3Ks4N+lL37Bekoslg=</latexit>

p(y = 0 | t, c0) = 1� �(ut · vc0) = �(�ut · vc0)

y = − log (σ(ut ⋅ vc))
P(w): sampling according to 
the frequency of words

−
K

∑
i=1

𝔼j∼P(w) log (σ(−ut ⋅ vj))
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Understanding SGNS

61

In skip-gram with negative sampling (SGNS), how many parameters need to be updated in  

for every (t, c) pair? ( : # of negatives, : dimension)

θ
K d

(a)  

(b)  

(c)  

(d)  

Kd
2Kd
(K + 1)d
(K + 2)d

The answer is (d).  
We need to calculate gradients with respect to  and (K + 1)  
(one positive and K negatives).

ut vi

y = − log (σ(ut ⋅ vc)) −
K

∑
i=1

𝔼j∼P(w) log (σ(−ut ⋅ vj))
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Word2vec

62

• (Mikolov et al 2013a): Efficient Estimation of Word Representations in Vector Space


• (Mikolov et al 2013b): Distributed Representations of Words and Phrases and their 
Compositionality

Skip-gramContinuous Bag of Words (CBOW)

Tomáš Mikolov
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Skip-gram vs. CBOW

63

Skip-gram: Trained to predict the 
context words given a target word.

CBOW: Trained to predict the target 
word given its context words.

The cat is on the mat . ……
(center 
word)

The cat is on the mat . ……
(center 
word)
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Skip-gram vs. CBOW

64

Skip-gram Continuous Bag of Words (CBOW)
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CBOW Objective

65

L(✓) =
TY

t=1

P (wt | {wt+j},�m  j  m, j 6= 0)
<latexit sha1_base64="3+l6Abc63xGDhSVFpwKTAlCK8fU=">AAACRHicbZDLThsxFIY9lFKacknbZTdWo0pBhWgGVWo3SKjddNFFkAggxWHk8ZxJDLZnap8pikbzcGx4AHY8QTddtEJsUZ3LgtuRLH/6/3N07D8plHQYhlfBwrPF50svll82Xq2srq03X785cHlpBfRErnJ7lHAHShrooUQFR4UFrhMFh8npt4l/+Ausk7nZx3EBA82HRmZScPRS3Oz/aDMcAfINukNZYfM0rnAnqo+r/brqMgUZts9ipEzLlLLqzLsfT2pWb9ItTb39k57MLr05IeMpZFYOR7hRx81W2AmnRR9DNIcWmVc3bl6yNBelBoNCcef6UVjgoOIWpVBQN1jpoODilA+h79FwDW5QTUOo6QevpDTLrT8G6VS9O1Fx7dxYJ75Tcxy5h95EfMrrl5h9GVTSFCWCEbNFWako5nSSKE2lBYFq7IELK/1bqRhxywX63Bs+hOjhlx/DwXYnCjvR3qfW7td5HMvkHXlP2iQin8ku+U66pEcEOSe/yV/yL7gI/gTXwc2sdSGYz7wl9yq4/Q8lTK+5</latexit><latexit sha1_base64="3+l6Abc63xGDhSVFpwKTAlCK8fU=">AAACRHicbZDLThsxFIY9lFKacknbZTdWo0pBhWgGVWo3SKjddNFFkAggxWHk8ZxJDLZnap8pikbzcGx4AHY8QTddtEJsUZ3LgtuRLH/6/3N07D8plHQYhlfBwrPF50svll82Xq2srq03X785cHlpBfRErnJ7lHAHShrooUQFR4UFrhMFh8npt4l/+Ausk7nZx3EBA82HRmZScPRS3Oz/aDMcAfINukNZYfM0rnAnqo+r/brqMgUZts9ipEzLlLLqzLsfT2pWb9ItTb39k57MLr05IeMpZFYOR7hRx81W2AmnRR9DNIcWmVc3bl6yNBelBoNCcef6UVjgoOIWpVBQN1jpoODilA+h79FwDW5QTUOo6QevpDTLrT8G6VS9O1Fx7dxYJ75Tcxy5h95EfMrrl5h9GVTSFCWCEbNFWako5nSSKE2lBYFq7IELK/1bqRhxywX63Bs+hOjhlx/DwXYnCjvR3qfW7td5HMvkHXlP2iQin8ku+U66pEcEOSe/yV/yL7gI/gTXwc2sdSGYz7wl9yq4/Q8lTK+5</latexit><latexit sha1_base64="3+l6Abc63xGDhSVFpwKTAlCK8fU=">AAACRHicbZDLThsxFIY9lFKacknbZTdWo0pBhWgGVWo3SKjddNFFkAggxWHk8ZxJDLZnap8pikbzcGx4AHY8QTddtEJsUZ3LgtuRLH/6/3N07D8plHQYhlfBwrPF50svll82Xq2srq03X785cHlpBfRErnJ7lHAHShrooUQFR4UFrhMFh8npt4l/+Ausk7nZx3EBA82HRmZScPRS3Oz/aDMcAfINukNZYfM0rnAnqo+r/brqMgUZts9ipEzLlLLqzLsfT2pWb9ItTb39k57MLr05IeMpZFYOR7hRx81W2AmnRR9DNIcWmVc3bl6yNBelBoNCcef6UVjgoOIWpVBQN1jpoODilA+h79FwDW5QTUOo6QevpDTLrT8G6VS9O1Fx7dxYJ75Tcxy5h95EfMrrl5h9GVTSFCWCEbNFWako5nSSKE2lBYFq7IELK/1bqRhxywX63Bs+hOjhlx/DwXYnCjvR3qfW7td5HMvkHXlP2iQin8ku+U66pEcEOSe/yV/yL7gI/gTXwc2sdSGYz7wl9yq4/Q8lTK+5</latexit><latexit sha1_base64="3+l6Abc63xGDhSVFpwKTAlCK8fU=">AAACRHicbZDLThsxFIY9lFKacknbZTdWo0pBhWgGVWo3SKjddNFFkAggxWHk8ZxJDLZnap8pikbzcGx4AHY8QTddtEJsUZ3LgtuRLH/6/3N07D8plHQYhlfBwrPF50svll82Xq2srq03X785cHlpBfRErnJ7lHAHShrooUQFR4UFrhMFh8npt4l/+Ausk7nZx3EBA82HRmZScPRS3Oz/aDMcAfINukNZYfM0rnAnqo+r/brqMgUZts9ipEzLlLLqzLsfT2pWb9ItTb39k57MLr05IeMpZFYOR7hRx81W2AmnRR9DNIcWmVc3bl6yNBelBoNCcef6UVjgoOIWpVBQN1jpoODilA+h79FwDW5QTUOo6QevpDTLrT8G6VS9O1Fx7dxYJ75Tcxy5h95EfMrrl5h9GVTSFCWCEbNFWako5nSSKE2lBYFq7IELK/1bqRhxywX63Bs+hOjhlx/DwXYnCjvR3qfW7td5HMvkHXlP2iQin8ku+U66pEcEOSe/yV/yL7gI/gTXwc2sdSGYz7wl9yq4/Q8lTK+5</latexit>

=

Skim-gram used:

where
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Other word embeddings?
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GloVe: Global Vectors

67

• Take the global co-occurrence statistics: 


• Key idea: let’s approximate  using their co-occurrence counts directly





• Formal objective:





•  : Weighting function, giving more importance to more common pairs, but capped at a certain point


Advantages: Training faster, Scalable to very large corpora

Xi,j

ui ⋅ vj

ui ⋅ vj ≈ log Xi,j

J(θ) = ∑
i,j∈V

f(Xi,j)(ui ⋅ vj + bi + b̃j − log Xi,j)
f

(Pennington et al, 2014): GloVe: Global Vectors for Word Representation
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• Why? Handle rare & out-of-vocabulary words better, captures morphology (plurals, tenses, 
derivations, misspellings)

FastText: Subword Embeddings

68(Bojanowski et al, 2017): Enriching Word Vectors with Subword Information

• Similar to Skip-gram, but break words into character-level n-grams with n = 3 to 6

3-grams: <wh, whe, her, ere, re>


4-grams: <whe, wher, here, ere>


5-grams: <wher, where, here>


6-grams: <where, where>

X

g2n-grams(wi)

ug · vj

<latexit sha1_base64="vjRr+MXndBS39D+Os22ZGPURTaY=">AAACKHicbVBNS8NAFNzUr1q/qh69LBahHiyJCHqz6MWjgq1CU8Jmu2nXbjZh96VaQn6OF/+KFxFFvPpL3LYRtHVgYZiZx743fiy4Btv+tApz8wuLS8Xl0srq2vpGeXOrqaNEUdagkYjUrU80E1yyBnAQ7DZWjIS+YDd+/3zk3wyY0jyS1zCMWTskXckDTgkYySufujoJvbSLXS6xdIE9QHrQVSTUWfXe4/uZGxLo+UGaZJ4J0U4E+EcaZN6dV67YNXsMPEucnFRQjkuv/Op2IpqETAIVROuWY8fQTokCTgXLSm6iWUxon3RZy1BJQqbb6fjQDO8ZpYODSJknAY/V3xOp2VsPQ98kRzvqaW8k/ue1EghO2imXcQJM0slHQSIwRHjUGu5wxSiIoSGEKm52xbRHFKFgui2ZEpzpk2dJ87Dm2DXn6qhSP8vrKKIdtIuqyEHHqI4u0CVqIIoe0TN6Q+/Wk/VifVifk2jByme20R9YX9/UuKet</latexit><latexit sha1_base64="vjRr+MXndBS39D+Os22ZGPURTaY=">AAACKHicbVBNS8NAFNzUr1q/qh69LBahHiyJCHqz6MWjgq1CU8Jmu2nXbjZh96VaQn6OF/+KFxFFvPpL3LYRtHVgYZiZx743fiy4Btv+tApz8wuLS8Xl0srq2vpGeXOrqaNEUdagkYjUrU80E1yyBnAQ7DZWjIS+YDd+/3zk3wyY0jyS1zCMWTskXckDTgkYySufujoJvbSLXS6xdIE9QHrQVSTUWfXe4/uZGxLo+UGaZJ4J0U4E+EcaZN6dV67YNXsMPEucnFRQjkuv/Op2IpqETAIVROuWY8fQTokCTgXLSm6iWUxon3RZy1BJQqbb6fjQDO8ZpYODSJknAY/V3xOp2VsPQ98kRzvqaW8k/ue1EghO2imXcQJM0slHQSIwRHjUGu5wxSiIoSGEKm52xbRHFKFgui2ZEpzpk2dJ87Dm2DXn6qhSP8vrKKIdtIuqyEHHqI4u0CVqIIoe0TN6Q+/Wk/VifVifk2jByme20R9YX9/UuKet</latexit><latexit sha1_base64="vjRr+MXndBS39D+Os22ZGPURTaY=">AAACKHicbVBNS8NAFNzUr1q/qh69LBahHiyJCHqz6MWjgq1CU8Jmu2nXbjZh96VaQn6OF/+KFxFFvPpL3LYRtHVgYZiZx743fiy4Btv+tApz8wuLS8Xl0srq2vpGeXOrqaNEUdagkYjUrU80E1yyBnAQ7DZWjIS+YDd+/3zk3wyY0jyS1zCMWTskXckDTgkYySufujoJvbSLXS6xdIE9QHrQVSTUWfXe4/uZGxLo+UGaZJ4J0U4E+EcaZN6dV67YNXsMPEucnFRQjkuv/Op2IpqETAIVROuWY8fQTokCTgXLSm6iWUxon3RZy1BJQqbb6fjQDO8ZpYODSJknAY/V3xOp2VsPQ98kRzvqaW8k/ue1EghO2imXcQJM0slHQSIwRHjUGu5wxSiIoSGEKm52xbRHFKFgui2ZEpzpk2dJ87Dm2DXn6qhSP8vrKKIdtIuqyEHHqI4u0CVqIIoe0TN6Q+/Wk/VifVifk2jByme20R9YX9/UuKet</latexit><latexit sha1_base64="vjRr+MXndBS39D+Os22ZGPURTaY=">AAACKHicbVBNS8NAFNzUr1q/qh69LBahHiyJCHqz6MWjgq1CU8Jmu2nXbjZh96VaQn6OF/+KFxFFvPpL3LYRtHVgYZiZx743fiy4Btv+tApz8wuLS8Xl0srq2vpGeXOrqaNEUdagkYjUrU80E1yyBnAQ7DZWjIS+YDd+/3zk3wyY0jyS1zCMWTskXckDTgkYySufujoJvbSLXS6xdIE9QHrQVSTUWfXe4/uZGxLo+UGaZJ4J0U4E+EcaZN6dV67YNXsMPEucnFRQjkuv/Op2IpqETAIVROuWY8fQTokCTgXLSm6iWUxon3RZy1BJQqbb6fjQDO8ZpYODSJknAY/V3xOp2VsPQ98kRzvqaW8k/ue1EghO2imXcQJM0slHQSIwRHjUGu5wxSiIoSGEKm52xbRHFKFgui2ZEpzpk2dJ87Dm2DXn6qhSP8vrKKIdtIuqyEHHqI4u0CVqIIoe0TN6Q+/Wk/VifVifk2jByme20R9YX9/UuKet</latexit>

ui · vj
<latexit sha1_base64="oX8M9O0Ff2ekfvBmSkoLpI7y8XY=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQ9hsNu3azW7Y3RRKyNGLf8WLB0W8+hO8+W/ctBG09cHA470ZZuYFCaNKO86XVVlaXlldq67XNja3tnfs3b2OEqnEpI0FE/IuQIowyklbU83IXSIJigNGusHoqvC7YyIVFfxWTxLixWjAaUQx0kby7cN+jPQwiLI09yns41Bo+CONc//et+tOw5kCLhK3JHVQouXbn/1Q4DQmXGOGlOq5TqK9DElNMSN5rZ8qkiA8QgPSM5SjmCgvmz6Sw2OjhDAS0hTXcKr+nshQrNQkDkxncaOa9wrxP6+X6ujCyyhPUk04ni2KUga1gEUqMKSSYM0mhiAsqbkV4iGSCGuTXc2E4M6/vEg6pw3Xabg3Z/XmZRlHFRyAI3ACXHAOmuAatEAbYPAAnsALeLUerWfrzXqftVascmYf/IH18Q1e4Jov</latexit><latexit sha1_base64="oX8M9O0Ff2ekfvBmSkoLpI7y8XY=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQ9hsNu3azW7Y3RRKyNGLf8WLB0W8+hO8+W/ctBG09cHA470ZZuYFCaNKO86XVVlaXlldq67XNja3tnfs3b2OEqnEpI0FE/IuQIowyklbU83IXSIJigNGusHoqvC7YyIVFfxWTxLixWjAaUQx0kby7cN+jPQwiLI09yns41Bo+CONc//et+tOw5kCLhK3JHVQouXbn/1Q4DQmXGOGlOq5TqK9DElNMSN5rZ8qkiA8QgPSM5SjmCgvmz6Sw2OjhDAS0hTXcKr+nshQrNQkDkxncaOa9wrxP6+X6ujCyyhPUk04ni2KUga1gEUqMKSSYM0mhiAsqbkV4iGSCGuTXc2E4M6/vEg6pw3Xabg3Z/XmZRlHFRyAI3ACXHAOmuAatEAbYPAAnsALeLUerWfrzXqftVascmYf/IH18Q1e4Jov</latexit><latexit sha1_base64="oX8M9O0Ff2ekfvBmSkoLpI7y8XY=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQ9hsNu3azW7Y3RRKyNGLf8WLB0W8+hO8+W/ctBG09cHA470ZZuYFCaNKO86XVVlaXlldq67XNja3tnfs3b2OEqnEpI0FE/IuQIowyklbU83IXSIJigNGusHoqvC7YyIVFfxWTxLixWjAaUQx0kby7cN+jPQwiLI09yns41Bo+CONc//et+tOw5kCLhK3JHVQouXbn/1Q4DQmXGOGlOq5TqK9DElNMSN5rZ8qkiA8QgPSM5SjmCgvmz6Sw2OjhDAS0hTXcKr+nshQrNQkDkxncaOa9wrxP6+X6ujCyyhPUk04ni2KUga1gEUqMKSSYM0mhiAsqbkV4iGSCGuTXc2E4M6/vEg6pw3Xabg3Z/XmZRlHFRyAI3ACXHAOmuAatEAbYPAAnsALeLUerWfrzXqftVascmYf/IH18Q1e4Jov</latexit><latexit sha1_base64="oX8M9O0Ff2ekfvBmSkoLpI7y8XY=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQ9hsNu3azW7Y3RRKyNGLf8WLB0W8+hO8+W/ctBG09cHA470ZZuYFCaNKO86XVVlaXlldq67XNja3tnfs3b2OEqnEpI0FE/IuQIowyklbU83IXSIJigNGusHoqvC7YyIVFfxWTxLixWjAaUQx0kby7cN+jPQwiLI09yns41Bo+CONc//et+tOw5kCLhK3JHVQouXbn/1Q4DQmXGOGlOq5TqK9DElNMSN5rZ8qkiA8QgPSM5SjmCgvmz6Sw2OjhDAS0hTXcKr+nshQrNQkDkxncaOa9wrxP6+X6ujCyyhPUk04ni2KUga1gEUqMKSSYM0mhiAsqbkV4iGSCGuTXc2E4M6/vEg6pw3Xabg3Z/XmZRlHFRyAI3ACXHAOmuAatEAbYPAAnsALeLUerWfrzXqftVascmYf/IH18Q1e4Jov</latexit>

• Replace                     by
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Trained word embeddings available

69

• word2vec: https://code.google.com/archive/p/word2vec/ 

• GloVe: https://nlp.stanford.edu/projects/glove/ 

• FastText: https://fasttext.cc/

Differ in algorithms, text corpora, dimensions, cased/uncased…
Applied to many other languages

https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/
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Easy to use!

70
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Evaluating word embeddings
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Extrinsic vs. intrinsic evaluation

72

• Extrinsic evaluation 

• Let’s plug these word embeddings into a real NLP system and see 
whether this improves performance


• Could take a long time but still the most important evaluation 
metric I

( 0.31
−0.28) ( 0.01

−0.91) (1.87
0.03) (−3.17

−0.18) (1.23
1.59)

don’t like this movie

ML model

👎
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• Extrinsic evaluation 

• Let’s plug these word embeddings into a real NLP system and see 
whether this improves performance


• Could take a long time but still the most important evaluation 
metric


• Intrinsic evaluation 

• Evaluate on a specific/intermediate subtask


• Fast to compute 


• Not clear if it really helps downstream tasks 

I

( 0.31
−0.28) ( 0.01

−0.91) (1.87
0.03) (−3.17

−0.18) (1.23
1.59)

don’t like this movie

ML model

👎

Extrinsic vs. intrinsic evaluation
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Intrinsic evaluation: word similarity

74

Word similarity 
Example dataset: wordsim-353: 353 pairs of words with human judgement 

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/ 

Metric: Spearman rank correlation

<latexit sha1_base64="y31rrPAo+I1V+TGKi/3m/PqV3XU=">AAACZnicdZFLSwMxFIUz46vWV62ICzfBIihImRFRNwXRjUsF+4BOHTJppg1mHuZRKGn+pDvXbvwZZtoKPi8EDue7l5ucRDmjQnreq+MuLC4tr5RWy2vrG5tble1qS2SKY9LEGct4J0KCMJqSpqSSkU7OCUoiRtrR003B2yPCBc3SBznOSS9Bg5TGFCNprbBiApyJoyBBchjFWpkT+KlH5hg2YBBzhHUgVBJq2vDNo560JkarkMJRSI2x6JnLPxoeTwv8Dx3NqAkrNa/uTQv+Fv5c1MC87sLKS9DPsEpIKjFDQnR9L5c9jbikmBFTDpQgOcJPaEC6VqYoIaKnpzEZeGidPowzbk8q4dT9OqFRIsQ4iWxnkYH4yQrzL9ZVMr7saZrmSpIUzxbFikGZwSJz2KecYMnGViDMqb0rxENkg5X2Z8o2BP/nk3+L1mndP69792e1q+t5HCWwDw7AEfDBBbgCt+AONAEGb86qU3V2nHd3091192atrjOf2QHfyoUfgHW8lg==</latexit>

cos(u,v) =

P|V |
i=1 uiviqP|V |

i=1 u
2
i

qP|V |
i=1 v

2
i

<latexit sha1_base64="JMbUOvQBplAe8JCwsQJEixz8Dus=">AAACSXicbVDLSgMxFM20Pmp9VV26CRahgpQZEXUjFN24rGAf0BlqJs20oZnJkGQKZTq/58adO//BjQtFXJlpK62tBwLnnnMv9+a4IaNSmearkcmurK6t5zbym1vbO7uFvf265JHApIY546LpIkkYDUhNUcVIMxQE+S4jDbd/m/qNARGS8uBBDUPi+KgbUI9ipLTULjzamMuS7SPVc704Sk7hLx8kJ/Aa2p5AOJ750MYdruaaktgezWx7BGflQJdJu1A0y+YYcJlYU1IEU1TbhRe7w3Hkk0BhhqRsWWaonBgJRTEjSd6OJAkR7qMuaWkaIJ9IJx4nkcBjrXSgx4V+gYJjdX4iRr6UQ9/VnemRctFLxf+8VqS8KyemQRgpEuDJIi9iUHGYxgo7VBCs2FAThAXVt0LcQzo7pcPP6xCsxS8vk/pZ2boom/fnxcrNNI4cOARHoAQscAkq4A5UQQ1g8ATewAf4NJ6Nd+PL+J60ZozpzAH4g0z2B6XGtT8=</latexit>

cos(u,v) =
u · v

kukkvk

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
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SG: Skip-gram
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semantic

Chicago:Illinois Philadelphia: ?
≈ bad:worst  cool: ?
≈

syntactic

http://download.tensorflow.org/data/questions-words.txt
More examples at


Metric: accuracy

<latexit sha1_base64="yR+0hD4MjW0oc/F2RDddfqoBR28=">AAACKXicbVBNSyNBEO3xY3Wj7kY97qUxCJm4G2aWoF4Wgl48KpgoZGLo6VRik56eobvGJAzzd/biX/Gi4LJ69Y/YiTm4Zh80/Xiviqp6YSKFQc97chYWl5Y/rax+Lqytb3z5Wtzcapo41RwaPJaxvgyZASkUNFCghMtEA4tCCRfh4HjiX9yANiJW5zhOoB2xvhI9wRlaqVOsh1cV+osGCCPMmO7nQcRGnWxIA6FoM88CHpsylIfudwpldlVx6Y8Jceme/ULXzTvFklf1pqDzxJ+REpnhtFN8CLoxTyNQyCUzpuV7CbbtbBRcQl4IUgMJ4wPWh5alikVg2tn00pzuWqVLe7G2TyGdqu87MhYZM45CWxkxvDYfvYn4P6+VYu+wnQmVpAiKvw3qpZJiTCex0a7QwFGOLWFcC7sr5ddMM4423IINwf948jxp/qz6+9XaWa1UP5rFsUq+kR1SJj45IHVyQk5Jg3Dym9yRR/LHuXXunb/O81vpgjPr2Sb/wHl5Bc+1ozA=</latexit>

b⇤ = argmax
w2V

cos(e(w), e(a⇤)� e(a) + e(b))

Word analogy test: a : a* :: b : b*
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Word Embeddings in Practice?
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We’ve covered

• What word embeddings are

• How to train them

• How to evaluate them intrinsically and extrinsically


Next question

• How do we actually use word embeddings inside modern NLP models?



Questions?
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• Enrollment related 
• I was already enrolled but got informed that I was removed because my enrollment was due to a 

system error. What happened? Sorry about that. We were informed that you did not meet the eligibility 
criteria and were enrolled due to a system error, and the system automatically corrected it. We do not 
have control over this process. Please join the waitlist via the Google Form on the website. Qualified 
students will be selected using the same criteria.


• Does the time I join the waitlist matter? It does not matter until the end of today. Students added to the 
waitlist starting tomorrow will not be considered.


• When will I hear back? What are my chances? Sorry, we do not know until the 5th class. The capacity 
increase is made by the department, not the course staff. Most students have not received enrollment 
codes yet—we only sent a few to test the system and found that the codes are currently not working. We 
are waiting for the department to resolve this.


• I received an enrollment code today, but I can only waitlist. Apologies for the confusion. The 
department needs to increase the course capacity before enrollment codes can be used. We will notify 
you once codes become active.


• Ed/Gradescope access related: Please contact our GSI, Zineng Tang (email address on the website).

• Slides/recording availability: Slides will be uploaded within 24 hours after each class. Recordings will be 

available starting next week—please stay tuned.


