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What is Language Grounding?

“Add the tomatoes and mix” “Take me to the shop on the corner”

‣ Language often refers to the world

‣ Grounding is tying language to non-linguistic things (e.g., databases, vision, sound)

‣ Today we will talk about grounding into visual environments:



Source: Robohub.org



Source: cnn.com
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Grounding
‣ (Some) possible things to map language to:
• Low-level percepts: red means this set of RGB values, loud means lots 

of decibels on our microphone, soft means these properties on our 
haptic sensor…

• High-level percepts: cat means this type of pattern
• Embodiment (effects on the world): go left means the robot turns left, 

speed up means increasing actuation
• Social (effects on others): polite language is correlated with longer 

forum discussions

For a nice taxonomy, related work, and examples, see Experience Grounds 
Language [Bisk et al. 2020]



A Gallery of Tasks



Image Captioning

Microsoft COCO Captions: Chen et al. 2015



Conditional Generation (2D)

DALL-E 2: Ramesh et al. 2022



Conditional Generation (3D)

Text2Mesh: Michel et al. 2021

“Iron Man” “Astronaut Horse” “Colorful Crochet Candle”



Visual Question Answering

VQA 2.0: Goyal et al. 2017



Object Detection (2D)

MDETR: Kamath et al. 2021



Object Detection (3D)

ReferIt3D: Achlioptas et al. 2020



Vision and Language Navigation

ALFRED: Shridhar et al. 2020

“Place a clean ladle on a counter”



CLIP



CLIP
(an encoder for putting images and text into the same embedding space)



Embedding Images and Language

CLIP: Radford et al. 2021



CLIP: Radford et al. 2021

Encode text and 
image into 

vectors

Embedding Images and Language



CLIP: Radford et al. 2021

Optimize 
compatibility 

with contrastive 
loss

Embedding Images and Language



CLIP: Radford et al. 2021

Classification 
dataset created 
with templated 

prompts

Embedding Images and Language



CLIP: Radford et al. 2021

Normalize 
compatibility 
scores to get 

zero-shot 
classifier!

Embedding Images and Language



CLIP: Radford et al. 2021

Embedding Images and Language



Joint Vision-Language Models



Vision Transformers with Patches









Vector-Quantized Vision-Language

DALL-E 1: Ramesh et al. 2021



Neural Discrete Representation Learning: van Oord et al. 2017

Vector-Quantized Vision-Language



DALL-E 1: Ramesh et al. 2021

Vector-Quantized Vision-Language



DALL-E 1: Ramesh et al. 2021

Generating Long Sequences with Sparse Transformers: Child et al. 2019

Reduced to language modeling 
problem!

Vector-Quantized Vision-Language


