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What is Language Grounding?

Language often refers to the world
Grounding is tying language to non-linguistic things (e.g., databases, vision, sound)

Today we will talk about grounding into visual environments:

“Add the tomatoes and mix” “Take me to the shop on the corner”
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> (Some) possible things to map language to:

* Low-level percepts: red means this set of RGB values, loud means lots
of decibels on our microphone, soft means these properties on our
haptic sensor...

High-level percepts: cat means this type of pattern
Embodiment (effects on the world): go left means the robot turns left,
speed up means increasing actuation
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Grounding

> (Some) possible things to map language to:

* Low-level percepts: red means this set of RGB values, loud means lots
of decibels on our microphone, soft means these properties on our
haptic sensor...

* High-level percepts: cat means this type of pattern

+ Embodiment (effects on the world): go left means the robot turns left,
speed up means increasing actuation

« Social (effects on others): polite language is correlated with longer
forum discussions
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Grounding

> (Some) possible things to map language to:

* Low-level percepts: red means this set of RGB values, loud means lots
of decibels on our microphone, soft means these properties on our
haptic sensor...

High-level percepts: cat means this type of pattern

Embodiment (effects on the world): go left means the robot turns left,
speed up means increasing actuation

Social (effects on others): polite language is correlated with longer
forum discussions

For a nice taxonomy, related work, and examples, see Experience Grounds
Language [Bisk et al. 2020]

4/10/23



A Gallery of Tasks

Image Captioning

two people sitting on . undernesth e

Conditional Generation (2D)

Conditional Generation (3D)

“Iron Man”

o &

“Astronaut Horse” “Colorful Crochet Candle”

Visual Question Answering

Whatis
life jacket

the dog wearing?
collar

bird

How many skiers are there?

What is sitting in the window?

clock

Object Detection (2D)

(a) Query: “street lamp™ (b) Query: “major league logo™ (€) Query: “zebras on savanna™
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Object Detection (3D)

1. “mn

1. “The chair closest to the door.” ce chair that is green.”
2. *fhe chair under the chalkboard.® 2. “Choose the brown office chair
pushed under the desk.”

CLIP

(an encoder for putting images and text into the same embedding space)

Vision and Language Navigation

“Place a clean ladle on a counter”

CLIP

Embedding Images and Language

(1) Contrastive pre-traning (2) Croate dataset classiter from label text

Embedding Images and Language

(1) Contrastive pre-training

Encode text and
image into

vectors
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Embedding Images and Language
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Embedding Images and Language

Embedding Images and Language

(2) Croate dataset classier rom label text

=

Classification
dataset created
with templated

prompts

(2) Croate dataset ciassiier from label text

| .{ S
) Encaser
Normalize
compatibility
scores to get (3) Use for zero-shot prediction ] ) )
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Embedding Images and Language
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Joint Vision-Language Models

Vision Transformers with Patches

Vision Transformer (ViT)

‘Transformer Encoder

| |
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Linear Projection of Flatened Patches ]

ing.




Flamingo [9

Perceiver
Resampler

3

Output: text

(5, a very serious cat.
= n-th GATED XATTN-DENSE
Perceiver 4
Resampler
J— 15t GATED XATTN-DENSE

Processed text

[<image> This is a very cute dog.<image> This is

Interleaved visual/text data
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Flamingo (9

Input Prompt

[~ Completion |
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Flamingo (9

‘What object are they using?  ©

What

dow

“This i a cityscape. It looks
like Chicago.

‘Wht makes you tink thisis
Chicago?

7 onit.
What docsth sickersay?
> The sticker says iPod-.
Where isthe phoo taken?

is the common thing

T this suprising? &
e, it surprising. What

> They are all flamingos.

It Tooks ke it taken in o
backyard

i the difference be- Do you think it i printed or
handuriten?

toyou? ®

e 3

teddy bears are not usually !
found o the moon. > model

he third one s & 3D

of a flamingo. P 10s white,

1think
of the Shedd Aquariomin the
background.

‘What about this one? Which
ity i this and what famous

andmark.
nise the city?

helped you recog:-

“This is Tokyo. 1 think it's
Tokyo because of the Tokyo

Vector-Quantized Vision-Language

Step 1
Learn Proto-linguistic
Code Book
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Vector-Quantized Vision-Language

Vector-Quantized Vision-Language

Step2
Learn Joint

Language and Code Distribution

1[s5[2]s
“A kitten

4

with a pink | 12[10] %

background” 3(7|afs

1|15/12]16
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Vector-Quantized Vision-Language

Step 2
Learn Joint
Language and Code Distribution

sl e

[ 11512 12B Param Transformer
"A kitten 9 [13]10]1a
background® S o ) O B
background” 3|7|4|8
0 L

Reduced to language modeling
problem!




