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RLHF and Instruction-tuning

Eric Wallace
CS 288

With lots of credits to Jesse Mu and Stanford CS224N

Few-shot Learning Thus Far

‣ Thus far, we have talked about using LMs “out-of-the-box” for few-shot
○ surprising emergent property

Questions:
‣ Can we directly train models to do few-shot learning?
‣ Can we directly train models to follow arbitrary user instructions?

‣ Can we directly train models to obey toxicity & safety constraints?
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Language models are not aligned with user intent [Ouyang et al., 2022].
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Language models are not aligned with user intent [Ouyang et al., 2022].
Finetuning to the rescue!

Human
A giant rocket ship blasted off from Earth carrying 
astronauts to the moon. The astronauts landed their 
spaceship on the moon and walked around exploring the 
lunar surface. Then they returned safely back to Earth, 
bringing home moon rocks to show everyone.

Instruction Finetuning
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• Collect examples of (instruction, output) pairs across many tasks and finetune an LM

[FLAN-T5; Chung et al., 2022]

• Evaluate on unseen tasks

Scaling Up Instruction Finetuning 

11 [Wang et al., 2022]

Aside: new benchmarks for multitask LMs
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BIG-Bench [Srivastava et al., 2022]
200+ tasks, spanning:
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BIG-Bench [Srivastava et al., 2022]
200+ tasks, spanning:

Gains from Instruction Finetuning
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Bigger model
= bigger Δ

‣ Lots of models based on 
finetuning T5
○ Flan-T5
○ Tk-Instruct
○ T0
○ ....

Qualitative Results

[Chung et al., 2022]

Before instruction finetuning 
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Highly recommend trying FLAN-T5 out to get a sense of its capabilities: 
https://huggingface.co/google/flan-t5-xxl

Qualitative Results

[Chung et al., 2022]

After instruction finetuning 
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Highly recommend trying FLAN-T5 out to get a sense of its capabilities: 
https://huggingface.co/google/flan-t5-xxl

1. Instruction finetuning

2. Reinforcement Learning from Human Feedback (RLHF)

3. What’s next?

+ Simple and straightforward, generalize to unseen tasks
– ?
– ?

Lecture Plan: From Language Models to Assistants
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Limitations of instruction finetuning?
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• Problem 1: it’s expensive to collect ground-truth data for tasks
• Provide me five active research areas in April 2023 for LLMs
• Problem 2: tasks like open-ended creative generation have no right answer.
• Write me a story about a dog and her pet grasshopper.

• Problem 3: Even with instruction tuning, you are not directly “maximizing human 
preferences”

• Can we explicitly attempt to satisfy human preferences?
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SAN FRANCISCO, 
California (CNN) --
A magnitude 4.2 
earthquake shook the 
San Francisco
...
overturn unstable
objects.

An earthquake hit 
San Francisco. 
There was minor 
property damage, 
but no injuries.

The Bay Area has 
good weather but is 
prone to 
earthquakes and 
wildfires.
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A (very!) brief introduction to policy gradient/REINFORCE [Williams, 1992]
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We reinforce good actions, increasing the 
chance they happen again.

A (very!) brief introduction to policy gradient/REINFORCE [Williams, 1992] How do we model human preferences?
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• Problem 2: human judgments are noisy and miscalibrated!
• Solution: instead of asking for direct ratings, ask for pairwise comparisons, which can 

be more reliable [Phelps et al., 2015; Clark et al., 2018] 

A 4.2 magnitude 
earthquake hit
San Francisco, 
resulting in 
massive damage.
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• Problem 2: human judgments are noisy and miscalibrated!
• Solution: instead of asking for direct ratings, ask for pairwise comparisons, which can 

be more reliable [Phelps et al., 2015; Clark et al., 2018] 

An earthquake hit 
San Francisco. 
There was minor 
property damage, 
but no injuries.

The Bay Area has 
good weather but is 
prone to 
earthquakes and 
wildfires.

A 4.2 magnitude 
earthquake hit
San Francisco, 
resulting in 
massive damage.

Make sure your reward model works first!

Data

Evaluate RM on predicting outcome of held-out human judgments

[Stiennon et al., 2020]

Large enough RM 
trained on enough 
data approaching 
single human perf
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RLHF: Putting it all together [Christiano et al., 2017; Stiennon et al., 2020]
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RLHF: Putting it all together [Christiano et al., 2017; Stiennon et al., 2020] RLHF provides gains over pretraining + finetuning

[Stiennon et al., 2020]35

InstructGPT: scaling up RLHF to tens of thousands of tasks

[Ouyang et al., 2022]36
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InstructGPT
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InstructGPT

38

ChatGPT: Instruction Finetuning + RLHF for dialog agents
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Note: OpenAI (and similar 
companies) are keeping 
more details secret about 
ChatGPT training 
(including data, training 
parameters, model size)—
perhaps to keep a 
competitive edge…

https://openai.com/blog/chatgpt/

(Instruction finetuning!)
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Limitations of RL + Reward Modeling

• Human preferences are unreliable!
• ”Reward hacking” is a common 

problem in RL

https://openai.com/blog/faulty-reward-functions/
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Limitations of RL + Reward Modeling

• Human preferences are unreliable!
• ”Reward hacking” is a common 

problem in RL
• Chatbots are rewarded to 

produce responses that seem 
authoritative and helpful, 
regardless of truth

• This can result in making up facts 
+ hallucinations
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Limitations of RL + Reward Modeling

• Human preferences are unreliable!
• ”Reward hacking” is a common 

problem in RL
• Chatbots are rewarded to 

produce responses that seem 
authoritative and helpful, 
regardless of truth

• This can result in making up facts 
+ hallucinations

• Models of human preferences are 
even more unreliable!

Reward model over-optimization

[Stiennon et al., 2020]


