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Retrieval / Knowledge-Intensive NLP



Structured Knowledge

WIKIDATA

. Eleanor Roosevelt
Franklin D. Roosevelt

WHERE person = “Franklin D. Roosevelt”

(7}
Ype K /
* Query knowledge base with SQL statements :

[SELECT date of birth J




Unstructured Knowledge

= Large corpuses for LLMs contain lots of information / data

= The Pile (Gao et al., 2020)
= 800GB

* Internet = Prose » Dialogue » Misc

Common
Crawl




Semi-Structured Knowledge

= Loosely structured KB with open-text
= Eg. Common sense KBs

Commonsense Knowledge Bases
(seen events)
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Structured Knowledge

Valorant ]

etsrae.

“|T. 5. Eliot

[ Knowledge Extraction | mw)
Pipeline

unstructured text knowledge base



Structured Knowledge

Valorant

Vet

| Brie
S / Knowledge \

Extraction Pipeline

[ Data preprocessing ]
[ Data merging ] -—)
| J

Entity/relation extraction

Ontology extraction

[ )
G /

Populating the knowledge base often involves complicated, multi-step NLP pipelines



Structured Knowledge

L = unstructured text Untrained
i i “Born in St. Louis, Missouri, Knowledge
Tet] ] TS Bl to a prominent Boston Extraction
Brahmin family...” Pipeline
—/

Requires supervised data to train the pipeline and/or fill the knowledge base



Knowledge Base Downsides

Valorant o unstructured text Untrained
e brie | “Born in St. Louis, Missouri, Knowledge
e I T to a prominent Boston Extraction
Brahmin family...” Pipeline
—/

! /

[(T.S. Eliot, BORN-IN, St. Louis)]

annotated triple

Requires supervised data to train the pipeline and/or fill the knowledge base



Structured Knowledge

Boston
BORN-IN
ERROR
(T.S. Eliot, BORN IN, X) | e T.S. Eliot wmmmp “BORN IN”isnot
a legal relation.

slightly incorrect query

Reliant on fixed schemas to store or query data



What do the LLMs “know?

iPod Touch is produced by .
London Jazz Festival is located in

Dani Alves plays with

Carl lll used to communicate in

Ravens can



What do the LLMs “know?

" iPod Touch is produced by

" London Jazz Festival is located in
= Dani Alves plays with Santos.

= Carl lll used to communicate in

= Ravens can

(Petroni et al., 2019)



What do the LLMs “know?

= |ots of knowledge from language modeling
= |[ssues:

= Coverage: was the fact in the training set?
" Frequency of facts: has the LM ”“seen” it enough times?
" Prompt sensitivity: if we reword it, will the answer change?



Language Models as Knowledge Bases?

Memory Query Answer

(DANTE, born-in, X)
A4
Symbolic
Memory Access

KG DANTE —> F'LORENCE

born-in

FLORENCE

“Dante was born in [MASK].”

M A Y 2

Neural LM

Memory Access Florence

e.g. ELMo/BERT

Figure 1: Querying knowledge bases (KB) and lan-
guage models (LM) for factual knowledge.



Language Models as Knowledge Bases?

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].”

/Bob

blue:
red:

grass:
Language N grey:
Model #2 ] ..
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P@3: precision at rank 3
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Language Models as Knowledge Bases?

SQuAD (“Who developed the theory of relativity?”,
Question-Answer Pair Einstein)

Question  “ The theory of relativity was developed by m 7

Original Fact [ (Francesco Conti, born-in, [Florence, x] )] ConceptNet Triple [ (ravens, CapableOf, fly)
Question  “ Francesco Conti was born in @ ” Question “ Ravens can 7

A
- [ Ftorenee | -



Language Models as Knowledge Bases?

= Knowledge sources: ConceptNet, Google-RE, SQUAD

4 ( Fact #1 —/
[ Fact #2 |_| T
[ Fact #3
: Cloze Statement
(Manual)

-

\ E‘The writer of Hamlet is [MASK] ’}
/[ Fact #1 ) human-generated statement

( Fact #2 ) l

( Fact #3 ‘ (Who wrote Hamlet, Shakespearej

Knowledge Sources Facts Cloze Statements



Language Models as Knowledge Bases?

[President Franklin <M> born <M> January 1882.

D. Roosevelt was <M= in]

Lily couldn't <M>. The waitress
had brought the largest <M> of T 5 believe her eyes <M>

chocolate cake <M> seen. piece <M> she had ever

<M> orchard in Georgia.

[Our <M> hand-picked and sun-dried peaches are <M> at our]

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D.
[ Roosevelt born? I 5 1882 I

(Roberts et al., 2020)



Language Models as Knowledge Bases?

e Pre-training resources
o  T5v1.0: trained with the unsupervised “span corruption” task on C4 as well as supervised translation,
summarization, classification, and reading comprehension tasks
o  T5wv.1.1: trained only with the C4

e Model size

Base (220 million parameters)
Large (770 million)

3B (3 billion)

11B (11 billion)

o O O O

e Additional pre-training
o  Salient Span Masking (Guu et al. 2020), mask salient spans (named entities & dates)
o  Continue pre-training the T5 for 100k steps

person cation

Henri Hutin invented Brie cheese while living in North of Meuse, France



Comparison with SOTA

SOTA Retrieval-based Models
(can access external
documents)

Closed-Book QA models with
fine-tuning (relies only on
internal parameters)

Closed-Book QA model without fine-tuning
SOTA Retrieval-based Models

<

<

N

NQ WQ TQA
dev test
Chen et al. (2017) - 20.7 - -
Lee et al. (2019) 333 364 471 -
Min et al. (2019a) 281 - 509 -
Min et al. (2019b) 318 316 554 -
Asai et al. (2019) 32.6 - - -
Ling et al. (2020) - - 85.7 -
Guu et al. (2020) 404  40.7 - -
Févry et al. (2020) - - 432 534
Karpukhin et al. (2020) 415 424 579 -
('TS-Base 259 279 238 29.1
T5-Large 285 306 287 359
T5-3B 304 336 351 434
\T5-11B 326 372 423 501
| T5-11B + SSM 348 408 510 60.5
(T5.1.1-Base 257 282 242 306)
T5.1.1-Large 273 295 285 372
T5.1.1-XL 295 324 360 45.1
(T5.1.1-XXL 328 356 429 52.5)
(T5.1.1-XXL + SSM 352 428 519 616
GPT-3 few-shot 299 41.5 71.2 -
SOTA 51.4 - 80.1 -

Metric: Exact Match

non-SSM

SSM

non-SSM

SSM



Scaling Model Size

increasing size

increasing size

NQ WQ TQA
dev test
Chen et al. (2017) - 207 - -
Lee et al. (2019) 333 364 47.1 -
Min et al. (2019a) 28.1 - 50.9 -
Min et al. (2019b) 318 316 554 -
Asai et al. (2019) 326 - = -
Ling et al. (2020) - = BBy -
Guu et al. (2020) 404 40.7 - -
Févry et al. (2020) - - 432 534
Karpukhin et al. (2020) 41.5 424 579 -
(T5-Base 259 279 238 29.1)
T5-Large 285 30.6 287 359
T5-3B 304 33.6 35.1 434
T5-11B 326 372 423 50.1)
T5-11B + SSM 348 408 510 605
(T5.1.1-Base 257 282 242 30.6)
T5.1.1-Large 273 295 285 372
T5.1.1-XL 295 324 360 45.1
(T5.1.1-XXL 328 356 429 525)
T5.1.1-XXL + SSM 352 428 519 61.6

Metric: Exact Match

increasing performance

increasing performance



Knowledge Editing

x, = “"Who is the prime ¥, = “Boris Johnson” x, = "Who is the
minister of the UK?” \ UK PM?”
" ™ s ) = )
\ \7 MEND \7Z y

- . R ~ a . '
Pre-trained model (p,) Po(-1%,) VW N @ N VWI Edited model (p,_g¢,) Pov,(* %)
\%
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Boris Theresa
Johnson May

GPT-S Who is the president of the United States?

The current president of the United States is Donald Trump.

Who is the president of the United States in 20227

The current president of the United States is Donald Trump. In 2022, the president will be either Trump or his successor.

MEND (Mitchell et al, 2022)



Language Models vs. Knowledge Bases

= [ Ms
= Scale more easily: removed knowledge extraction
= More flexible querying: Natural language as query language

= KBs

= Easier to modify: edit KB directly
= Easier to trust / understand

GPT-3 Who is the president of the United States?

The current president of the United States is Donald Trump

Who is the president of the United States in 20227

The current president of the United States is Donald Trump. In 2022, the president will be either Trump or his successor



Retrieval Augmented Language Models

Disentangle knowledge with language understanding
Encode knowledge and explicitly in text

Retrieve relevant text to generate knowledgeable response
Easier to update and control

More efficient

What protects the

Black-Box Language Model gastric acid
(a) diges'ivizfi)git:rr:;against = (e.g., TS/GPT-3) = anc!_proteases

In the stomach, gastric acid
What protects the . and proteases serve as - -
(b) digestive system against = Retriever = powerful chemical defenses E4 Reader =g gastric acid and
proteases [1]
|

L~ 1
Text Collection

infection? against ingested pathogens.

[1] Wikipedia - Immune system




Retrieval Augmented Language Models

# Retrieval tokens Granularity Retriever training Retrieval integration
Continuous Cache o (103) [ Token ) Frozen (LSTM) Add to probs
kNN-LM O (10%) Type 1| Token Frozen (Transformer) Add to probs
SPALM 0 (10%) Token Frozen (Transformer) Gated logits
DPR 0 (10?) : Prompt < Contrastive proxy Extractive QA
REALM 0 (10%) Prompt End-to-End Prepend to prompt
RAG O (10°) Type 2 | Prompt |, Fine-tuned DPR Cross-attention
F1D 0 (10%) Prompt | Frozen DpR Cross-attention
EMDR? 0 (10%) \_Prompt J End-to-End (EM) Cross-attention
RETRO (ours) 0 (10'?) Chunk Frozen (BERT) Chunked cross-attention

Type 1: Token-level Retrieval (mainly) for LM — augmenting prediction of next token

Type 2: Passage-level Retrieval for QA — retrieving passages relevant to the question



Token-Level Granularity

Pann(y7)

p(ylz) = A pan(y|z) + (1 = A) puv(yl)

(ki,U,’)EN

> 1y, exp(—d(ks, f(z)))

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
& vj ki = flei) d; = d(g, k;) p(k;) o exp(—d;) powv) = Y Ly=npik)
Obama was senator for | lllinois CI]el ) — 4 Hawaii |3 [ Hawaii |0.7 —‘7! Hawaii | 0.8
Barack is married to | Michelle CO00 [—*| 100 llinois |4 [—*  Minois |0.2 / > lllinois | 0.2
Obama was born in | Hawaii @O0O® 5 Hawaii |5 —| Hawaii |0.1
Obama is a native of | Hawaii @000 — 3 Classification InterpZIation
. pLMm(y) (1) = Apoyn () + (1= Apa(v)
Test Context Target Representation
T q=f(z) Hawaii |0.2 Hawaii | 0.6
Minois 0.2 > Hinois | 0.2
Obama’s birthplace is ? @OO® >

Figure from kKNN-LM paper (Khandelwal et al. 2019)

1



Prompt-Level Granularity

' Training

Negative passages

W =

Positive passage

Retriever

Query

Document

sim(q,p) = BERT(q)-BERT(p)

Training loss: negative log likelihood

L(gi, 1015 +Pip)

sm(q p;)

= esim(aip)) 4 E?: Sim(aip; ;)

Dense Passage Retriever (Karpukhin et al., 2020)



Prompt-Level Granularity

/" Inference \

KNN Indglx‘ top-K passages

S\ ) (A
3/ g
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= BERT re-ranker

/ extractor

Dense Passage Retriever (Karpukhin et al., 2020)



RETRO

" Improving Language Models By Training From Trillions of
Tokens (Borgeaud et al., 2022)

o @
Language @ World Knowledge Language @ World Knowledge
Information Information Information Information
- J - J




RETRO

INPUT The Dune film was released in

\\\\‘_____——”/// (/* q, ‘\\

RETRO
O

Retrieval-Enhanced

\_/K‘l,J

OUTPUT 2021




RETRO

\\\\5-_—__—_——”//

Key

Value

Dune is a 2021 American epic science fiction film

directed by Denis Villeneuve

It is the first of a planned two-part adaptation of the

1965 novel by Frank Herbert

Dune is a 1965 science fiction novel by American

author Frank Herbert

originally published as two separate serials in
Analog magazine

NEIGHBOR

COMPLETION

NEIGHBOR

COMPLETION



RETRO

INPUT The Dune film was released in

1) EMBED WITH BERT

SENTENCE Nearest Neighbor 1
EMBEDDING -

Dune is a 2021 American epic science fiction
film directed by Denis Villeneuve

2) QUERY
approximate It is the first of a planned two-part adaptation

EZTQEZL of the 1965 novel by Frank Herbert
v

Nearest Neighbor 2

Dune is a 1984 American epic science fiction
film written and directed by David Lynch

) and based on the 1965 Frank Herbert novel of
R the same name

2) RETRIEVE




RETRO

NEAREST NEIGHBOR 1

NEAREST NEIGHBOR 2 INPUT TEXT
v v \
‘@ D @ B
Transformer AU

Transformer

Encoder Stack Decoder Stack

k\ y € )

RETRO Transformer




RETRO

NEAREST NEIGHBOR 1

NEAREST NEIGHBOR 2

INPUT TEXT

!

4

ENCODER BLOCK

]\

2

ENCODER BLOCK

)

Lenc

N )

ENCODER BLOCK

)

\_

Encoder stack

10

32

ol

!

DECODER BLOCK

)

(
(

DECODER BLOCK

(

RETRO DECODER BLOCK

DECODER BLOCK

)
)
)

RETRO DECODER BLOCK

(

Decoder Stack

)j

RETRO Transformer



RETRO

NN1 Dune is a 2021 American epic ...

NNZ2 Dune is a 1984 American epic ...

The Dune film was released in

1 r 3

VALUES 9 ( RETRO DECODER BLOCK )

fr 5B )
K ) Decoder Stack J

RETRO Transformer




NN1 Dune is a - American epic ...

NN2 Dune is a - American epic ...

The Dune film was released in

)ECODER BLOCK x
DECODER B )

J

)

J

Chunked
Cross-Attention

DECODER BLOCK v

RETRO DECODER BLOCK

N J
\ Decoder Stack J

RETRO Transformer




RETRO Scaling

- 172M & 425M @ 158B @ 75B —&— Baseline % RETRO[OFF] —®— RETRO [ON]
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Beyond Augmentation with Text

Search Engines
Specialized Models
Calculators
Custom Data

Etc.

—| GPT-3

Question: Who lived longer, Theodor Haecker or Harry Vaughan
Watkins?

Are follow up questions needed here: Yes.

Follow up: How old was Theodor Haecker when he died?
Intermediate answer: Theodor Haecker was 65 years old when he
died.

Follow up: How old was Harry Vaughan Watkins when he died?
Intermediate answer: Harry Vaughan Watkins was 69 years old when
he died.

So the final answer is: Harry Vaughan Watkins.

Question: In what year was the current tallest wooden lattice tower
completed?

Are follow up questions needed here: Yes.

Follow up: What is the current tallest wooden lattice tower?

S h |Query: What is the current tallest wooden lattice tower?
earch |

Engine

IResponse: Radio Tower Gliwice

Intermediate answer: Radio Tower Gliwice.
Follow up: When was Gliwice Radio Tower completed?

Search
Engine

|Query: When was Gliwice Radio Tower completed?

Response: 1935

Intermediate answer: 1935.

So the final answer is: 1935.

(Press et al. 2022)

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?") — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga®, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California's law [WikiSearch("Brown
Act”) — The Ralph M. Brown Act is an act of the
California State Legislature that guarantees the public’s
right to attend and participate in meetings of local
legislative bodies.| that requires legislative bodies, like
city councils, to hold their meetings open to the public.

Toolformer (Schick et al. 2023)
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