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Retrieval / Knowledge-Intensive NLP

Structured Knowledge

Unstructured Knowledge
§ Large corpuses for LLMs contain lots of information / data
§ The Pile (Gao et al., 2020)

§ 800GB

Semi-Structured Knowledge
§ Loosely structured KB with open-text

§ Eg. Common sense KBs

Structured Knowledge
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Structured Knowledge Structured Knowledge Knowledge Base Downsides

Structured Knowledge What do the LLMs “know?
§ iPod Touch is produced by ___.
§ London Jazz Festival is located in ____.
§ Dani Alves plays with _____.
§ Carl III used to communicate in ______.
§ Ravens can _____.

What do the LLMs “know?
§ iPod Touch is produced by Apple.
§ London Jazz Festival is located in London.
§ Dani Alves plays with Santos.
§ Carl III used to communicate in German.
§ Ravens can fly.

(Petroni et al., 2019)
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What do the LLMs “know?
§ Lots of knowledge from language modeling
§ Issues:

§ Coverage: was the fact in the training set?
§ Frequency of facts: has the LM ”seen” it enough times?
§ Prompt sensitivity: if we reword it, will the answer change?

Language Models as Knowledge Bases? Language Models as Knowledge Bases?

Language Models as Knowledge Bases? Language Models as Knowledge Bases?
§ Knowledge sources: ConceptNet, Google-RE, SQuAD

Language Models as Knowledge Bases?

(Roberts et al., 2020)
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Language Models as Knowledge Bases? Comparison with SOTA Scaling Model Size

Knowledge Editing

MEND (Mitchell et al, 2022)

Language Models vs. Knowledge Bases
§ LMs

§ Scale more easily: removed knowledge extraction 
§ More flexible querying: Natural language as query language

§ KBs
§ Easier to modify: edit KB directly 
§ Easier to trust / understand

Retrieval Augmented Language Models
§ Disentangle knowledge with language understanding
§ Encode knowledge and explicitly in text
§ Retrieve relevant text to generate knowledgeable response
§ Easier to update and control
§ More efficient
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Retrieval Augmented Language Models Token-Level Granularity Prompt-Level Granularity

Dense Passage Retriever (Karpukhin et al., 2020)

Prompt-Level Granularity

Dense Passage Retriever (Karpukhin et al., 2020)

RETRO
§ Improving Language Models By Training From Trillions of 

Tokens (Borgeaud et al., 2022)

RETRO
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RETRO RETRO RETRO

RETRO RETRO RETRO
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RETRO Scaling Beyond Augmentation with Text
§ Search Engines
§ Specialized Models
§ Calculators
§ Custom Data
§ Etc.

Toolformer (Schick et al. 2023)(Press et al. 2022)

Panel
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