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Retrieval / Knowledge-Intensive NLP
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* Query knowledge base with SQL s(alemenls

SELECT date of birth
WHERE person = “Franklin D. Roosevelt”

Unstructured Knowledge

= Large corpuses for LLMs contain lots of information / data

= The Pile (Gao et al., 2020)
= 800GB

Semi-Structured Knowledge

= Loosely structured KB with open-text
= Eg. Common sense KBs

Structured Knowledge

unstructured text knowledge base




Structured Knowledge

Knowledg
Extraction Pipeline

Data preprocessing

Datamerging =

(tottyreation xraction |

Ontology extraction

Populating the knowledge base often involves complicated, multi-step NLP pipelines

Structured Knowledge

Requires supervised data to train the pipeline and/or fil the knowledge base

Untrained
“Bornin St Louis, Missouri Knowledge
102 prominent Boston Extraction
Brahmin family..” \___Pipeline

& %{

Knowledge Base Downsides

Untrained

‘Born in St. Louis, Missouri, Knowledge

toa prominent Boston ction
Brahmin family. Pipeline

(TS. Eliot, Boan-Iw, St. Louis)

annotated triple

Requires supervised data to train the pipeline and/or fill the knowledge base

Structured Knowledge

—

slightly incorrect query

Reliant on fixed schemas to store or query data

What do the LLMs “know?

= iPod Touch is produced by ___.

= London Jazz Festival is located in ____.
= Dani Alves plays with ____ .

= Carl Ill used to communicate in

= Ravenscan__ .

What do the LLMs “know?

= iPod Touch is produced by
= London Jazz Festival is located in
= Dani Alves plays with Santos.

Carl Il used to communicate in
= Ravens can

(Petroni et al., 2019)




What do the LLMs “know?

= Lots of knowledge from language modeling
= Issues:
= Coverage: was the fact in the training set?
® Frequency of facts: has the LM ”seen” it enough times?
® Prompt sensitivity: if we reword it, will the answer change?

Language Models as Knowledge Bases?

Memory Query Answer

(DANTE, born-in, X)
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“Dante was born in [MASK]."
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Figure 1: Querying knowledge bases (KB) and lan-
guage models (LM) for factual knowledge.

Language Models as Knowledge Bases?

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK]." P@ : precisionat
Bob: 0.1% B |l Contains ground truth!
blue: 15% red Pea=1
red: 18% biue |
grass: 0.00%
ey
Bob
s grass
peart 0.003% pear
probabiliy scores rankings

Language Models as Knowledge Bases?

SQuAD (“Who developed the theory of relativity?’,
Question-Answer Pair Einstein)

“ The theory of relativity was developed by ([ILC1 "

Original Fact [(mnmucunu, born-1n, (Horence, (1) 1] ConceptNet Triple (ravens, Capablef, fy)

Question * Francesco Conti was born in [EIN » “ Ravens can (I

Language Models as Knowledge Bases?

= Knowledge sources: ConceptNet, Google-RE, SQUAD
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Knowledge Sources. Facts Cloze Statements

Language Models as Knowledge Bases?
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believe her eyes <>
piece <> she had ever

Lily couldn't <%>. The waitress
had brought the largest <#> of
chocolate cake <M> seen.

Our <¥> hand-picked and sun-dried
<> orchard in Georgia.
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(Roberts et al., 2020)




Language Models as Knowledge Bases?

Comparison with SOTA

Scaling Model Size

e Pre-training resources

o T5VL0: trained with the unsupervised “span corruption” task on C4 as well as supervised translation,
. 1 the ¢ T

dlassification,
©  T5v.L1: trained only with the C4

™
TS1B

non-SSM

TSLIXAL S SSM SSM

GPT:3 fewshot 29 a5 2
soTA sie 801

No wo Ton

= I

TSLIXXLASSM 182 418 819 6ls

e Model size
©  Base (220 million parameters)
o Large (770 million)
© 3B (3billion)
©  11B (11 billion)

 Additional pre-training
o Salient Span Masking (Guu ct al. 2020), mask salient spans (named entities & dates)
©  Continue pre-training the T5 for 100k steps

Henri Hutin invented Brie cheese while living in North of Meuse, France
Knowledge Editing
GPT-3 Wha is the president of the United States?

The current president of the United States s Donald Trump.

Who s the presidentof the Urited States in 2022

Trump 102022,

MEND (Mitchell et al, 2022)

Language Models vs. Knowledge Bases

Retrieval Augmented Language Models

= LMs

= Scale more easily: removed knowledge extraction

= More flexible querying: Natural language as query language
= KBs

= Easier to modify: edit KB directly

= Easier to trust / understand

esident of the United States

The current president of the United States s Donald Trump

Who s the president ofthe United Stat

The current president of the United States is Donald Trum. In 202 the president wil be ether Trump or his successos

Disentangle knowledge with language understanding
Encode knowledge and explicitly in text

Retrieve relevant text to generate knowledgeable response
Easier to update and control

More efficient




Retrieval Augmented Language Models

Token-Level Granularity

Prompt-Level Granularity

# Retrieval tokens _Granularity __Retriever training Retrieval integration

Continuous Cache 0(10°) Frozen (LSTM) Add to probs
ANNIM (10°) Ty Frozen (Transformer) Add to probs
SeALM 0(10°) Frozen (Transformer) Gated logits
DR 0(10°) Contrastive proxy Extractive QA
REALM 0(10°) End-to-End Prepend to prompt
RA 0(10°) Fine-tuned DpR Cross-attention
FID 0(10°) Frozen DpR Cross-attention

DR? 0(10) End-to-End (EM) Cross-attention
RETRO (ours) 0(10%) Frozen (BEr)  Chunked cross-attention

evel Retrieval (mainly) for LM — augmenting prediction of next token

QA relevant to the questi
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Figure from KNN-LM paper (Khandelwal et al. 2019) '
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Dense Passage Retriever (Karpukhin et al., 2020)

Prompt-Level Granularity
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RETRO

Inference
KNN Index top-K passages

%ﬂ — ‘—» i
97 im

Dense Passage Retriever (Karpukhin et al., 2020)

= Improving Language Models By Training From Trillions of
Tokens (Borgeaud et al., 2022)
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RETRO

Key Value

CoMPLETION

RETRO

NeUT The Dune film was re

Nearest Neighbor

RETRO

Nearest Neighbor 2

Transformer RETHOS
Transformer
Encoder Stack FEEE

RETRO Transformer

RETRO

NEAREST NEIGHBOR 1

NEAREST NEIGHBOR 2 INPUT TEXT

Encoder stack

eRBLOCK )
Decoder Stack

RETRO Transformer

RETRO

NNL Oue i 2021 Amercan epic

NN2 Dune fs 1984 Amercan epc

The e fim wes ressed i

RETRO Transformer

RETRO

H

icanepic

2021
a [{88H] Amercan opic

The Dune fim was roeased in

A

Decoder Stack

RETRO Transformer




RETRO Scaling
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Beyond Augmentation with Text

Search Engines
Specialized Models
Calculators
Custom Data

Etc.

The New England Journal of Medicine s a registered
trademaricof [QA('Who is the publisher of The New
England Journal of Medicine?)

Medical Society] the MMS:

(Press et al. 2022)

Outof 1 /1400)
~029]29%) passed the test.

The name derives from ‘la tortuga’,the Spanish word for
[MTCtortuga") — turte] tutle

The Brown Act i California's law

that requires legisiative bodies, ike
ity councils, o hold their meetings open to the public

Toolformer (Schick et al. 2023)
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