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Existing Large Language Models

Announcements
§ HW4 – finetuning LLMs: release today
§ HW5 – prompting LLMS: released early April
§ Panel Topics Overview
§ Today:

§ BERT
§ T5
§ GPT3

BERT

§ Bidirectional Encoder Representations from Transformers 

(Devlin et al., 2018)

§ A working general recipe: pretrain and finetune

§ SOTA across token + sentence level tasks

§ Deep bidirectional encoder-only model

Previous Work

§ ELMO: Deep Contextualized Word Embeddings (Peters et al., 
2018)
§ Left-to-right, right-to-left unidirectional LSTMs
§ Plug in as features
§ Single sentences

Previous Work
§ GPT: Improving Language Understanding by Generative Pre-

training (Radford et al., 2018)
§ Finetuning
§ Left-to-right
§ BooksCorpus (512 length)
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BERT
§ Objectives: Masked Language Modeling + Next Sentence 

Prediction
§ Deep encoder-only transformer 
§ Learn from bidirectional context

§ go to the bank to make a deposit
§ on the river bank

Masked Language Modeling

§ Problem: words “see” themselves

Masked Language Modeling

§ Solution: masking
§ Cloze-style task (Taylor, 1953)
§ Denoising-autoencoders
§ Select 15%
§ No [MASK] during fine-tuning

§ 80% Replace with [MASK]
§ 10% Random
§ 10% Unchanged

Next Sentence Prediction

§ Learn relationships between sentences
§ Predict whether sentence A follows sentence B
§ Later shown to be not very helpful

Input Representation BERT
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Sentence-Level Tasks

§ Linear layer on top of [CLS] token

Token-Level Tasks

§ Extractive QA, NER
§ Linear layer on top of token representations

Training BERT

§ Data: Wikipedia (2.5B words) + BooksCorpus (800M words)

§ 1M steps

§ Batch size: 131,072 words
§ (1024 sequences * 128 length) or (256 sequence * 512 length)

§ BERT-large
§ 24 layers, 1024 hidden size, 16 attention

heads, 340M parameters

§ BERT-base
§ 12 layers, 768 hidden size, 12 attention heads,

110M parameters

BERT Aftermath

§ Explosion of variations:

§ RoBERTa: Train longer, remove NSP

§ ALBERT: share weights

§ SpanBERT: mask out contiguous spans

§ Electra: learn from all tokens

§ Efficiency:

§ DistillBERT, qBERT, …

§ BERT for X

§ SciBERT: scientific documents

§ ClinicalBERT: clinical documents, ...

BERT Aftermath
§ “BERTology”

§ What does an LLM encode about syntax, semantics, knowledge, etc.?
§ Generation from BERT

§ Mask-Predict: Parallel Decoding of Conditional Masked Language 
Models (Ghazvininejad et al., 2019)

§ BERT as Markov Random Field LM (Wang et al., 2019)

T5

§ T5: Exploring the Limits of Transfer Learning with a 
Unified Text-to-Text Transformer

§ Objectives, architectures, datasets, transfer
§ Unified format: text in, text out
§ Discriminative and generative tasks
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T5 setup

§ Start with a basic setup, and get first order effects: 
objectives, architectures, datasets, transfer

T5 setup

§ Encoder-decoder
§ Each size of BERT-base
§ Relative positional embedding
§ C4: Colossal Clean Crawled Corpus

§ Filter out javascript, non-English, List-of-Dirty-Naughty-
Obscene-and-Otherwise-Bad-Words

§ 750B
§ Note: tokenizer handles French, Romanian, German

T5 setup T5 architecture

T5 Architecture T5 Architecture
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T5 Objectives T5 Objectives

T5 Pretraining Dataset Training Strategy

Training Strategy Scaling Strategy
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T5: Putting It Together
§ Encoder-Decoder
§ Span Replacement
§ C4
§ Multi-task pretraining
§ Large models, trained longer

T5: Putting It Together

Finetuning Limitations

§ Requires large supervised dataset
§ Spurious correlations in

supervised finetuning dataset 
§ Poor sample efficiency vs. 

humans 

GPT3
§ Language Models are Few-Shot Learners (Brown et al., 2020)
§ Decoder-only model

GPT3 GPT3 Training
§ Larger models -> larger batch sizes, smaller learning rate
§ Model parallelism: across layers
§ Adam optimizer
§ Gradient clipping: 1
§ Linear warmup learning rate, cosine decay
§ Weight decay 0.1
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In-Context Learning
§ Zero-Shot

§ One-Shot

§ Few-Shot

In-Context Learning

Evaluation Setup
§ Few-shot: sample uniformly from train set
§ Normalize by unconditional probability

§ More semantic names i.e. “True” instead of 1
§ Generation tasks: beam search

Size vs. In-Context Learning

Language Modeling + Cloze Tasks Closed-book QA
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Machine Translation
§ Match or near SOTA in high-resource settings
§ Better going into English

Sentence-Level Tasks

Reading Comprehension ANLI

Machine or Human? Machine or Human?
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Test Set Contamination

§ Memorization or generalization?
§ Bug in removing test data from training data

Bias, Fairness, Representation

Bias, Fairness, Representation Open Questions

§ Scaling
§ Evaluation
§ Misuse, Risks
§ Grounding
§ Controllability
§ Multilingual 


