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Existing Large Language Models

Announcements

HW4 — finetuning LLMs: release today
= HW5 - prompting LLMS: released early April
Panel Topics Overview

Today:
= BERT
=T5

= GPT3

BERT

= Bidirectional Encoder Representations from Transformers ™
(Devlin et al., 2018)

= A working general recipe: pretrain and finetune

= SOTA across token + sentence level tasks

= Deep bidirectional encoder-only model

Previous Work

ELMO: Deep Contextualized Word Embeddings (Peters et al.,

2018)

= Left-to-right, right-to-left unidirectional LSTMs

® Plug in as features

= Single sentences
open s bamk

Previous Work

= GPT: Improving Language Understanding by Generative Pre-
training (Radford et al., 2018)

= Finetuning
= Left-to-right
= BooksCorpus (512 length)
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BERT

= Objectives: Masked Language Modeling + Next Sentence ™
Prediction

= Deep encoder-only transformer

= Learn from bidirectional context
= go to the bapk to make a deposit
= on the river pank

Masked Language Modeling

= Problem: words “see” themselves

Masked Language Modeling

= Solution: masking

= Cloze-style task (Taylor, 1953)
= Denoising-autoencoders

= Select 15%

Next Sentence Prediction

= Learn relationships between sentences
= Predict whether sentence A follows sentence B

= Later shown to be not very helpful

= No [MASK] during fine-tuning Sentence A Sentence
Sentence B Sentence
= 80% Replace with [MASK] Label = 1 Label =
store gallon
the man went to the [MASK] to buy a [MASK] of milk
Input Representation BERT
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Sentence-Level Tasks

= Linear layer on top of [CLS] token

GLUE Results
NI W GA SIS MR KT v

G5 s ms we w@d
My s ws w3 1

Token-Level Tasks

= Extractive QA, NER

= Linear layer on top of token representations

What was another term used for the of crisis?
(Ground Truth Answers: BRSEGNSHORK shock. shock frst o
Prediction: shock

MultiNLI Cola . -
oo in ot e lion n e e
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Label: Contradiction ‘Sentence: The car honked down the road. - o
Labet Unacceptable iy » ———
Training BERT BERT Aftermath

= Data: Wikipedia (2.5B words) + BooksCorpus (800M words)
= 1M steps
= Batch size: 131,072 words
® (1024 sequences * 128 length) or (256 sequence * 512 length)
= BERT-large

= 24 layers, 1024 hidden size, 16 attention
heads, 340M parameters

= BERT-base

= 12 layers, 768 hidden size, 12 attention heads,
110M parameters

= Explosion of variations:
* RoBERTa: Train longer, remove NSP
= ALBERT: share weights
*= SpanBERT: mask out contiguous spans
= Electra: learn from all tokens
= Efficiency:
= DistillBERT, qBERT, ...
= BERT for X
= SCiBERT: scientific documents
= ClinicalBERT: clinical documents, ...

BERT Aftermath

= “BERTology”
®= What does an LLM encode about syntax, semantics, knowledge, etc.?
= Generation from BERT

* Mask-Predict: Parallel Decoding of Conditional Masked Language
Models (Ghazvininejad et al., 2019)

= BERT as Markov Random Field LM (Wang et al., 2019)

T5

T5

= T5: Exploring the Limits of Transfer Learning with a

Unified Text-to-Text Transformer
= Objectives, architectures, datasets, transfer
= Unified format: text in, text out

= Discriminative and generative tasks




T5 setup

= Start with a basic setup, and get first order effects:
objectives, architectures, datasets, transfer

Original text

Thank you fef inviting me to your party last week.
nputs

Thank you <X> me to your party <Y> week.

Targets.
<x> for inviting <> last <z>

T5 setup

Encoder-decoder

Each size of BERT-base

Relative positional embedding
C4: Colossal Clean Crawled Corpus

= Filter out javascript, non-English, List-of-Dirty-Naughty-
Obscene-and-Otherwise-Bad-Words
= 7508

* Note: tokenizer handles French, Romanian, German

T5 setup T5 architecture
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validation
: | [
BERTy2ed -GN | 7'5000“ D
T ) o - =
‘step 760000
Denoising SuperGLUE
objective ‘step 770000
WMT14 EnDe
©4dataset WMT15 Enfr Step 750000
Iers sque o earing WMT16 EnRo

ate schedue

T5 Architecture

Architecture Params__Cost_GLUE__CNNDM__SQuAD _SGLUE__Enb

8328 1024 KO8R

s088
7470

si82 1861

Language model

X X Vi Y -

00
(000
00000

X% XY, Y, XX X ¥ Y,

T5 Architecture

CNNDM_ SQUAD _SGLUE EnDe  Enfr__EnRo

3082 2705
30,03 i

2643 3708

Language model Prefix LM
X X Yy Yy - XN X% Y Y

00000 (LI
00 (LTI
00000 000

X% X Y, ¥, X% X Y Y,




T5 Objectives

Corruption Corrupted
rate span length

High-evel Corruption
approaches strategies

T5 Objectives

Comuption
Highieve Comuption ate span ength
stateges

G = Torger S—
Pt language modeling Tk you o sriting me to your paty st weck Objecti GLUE ONNDM SQuAD SGLUS EnDe Exhr Exo
il e e url o byt dr o e BERT-style (Devlin et al, 2018) 8296 1917  80.65 6985 2678 40.03 2741
NASS et Song oL, (2019) ik o O 8 ¢ 1o 3ot purty 5k {eritat ) MASSstyle (Song et al, 2019) 8232 1916 S0.00 6928 2670 30.80 2755
110 s et s Thaak you < e byt ary 3w O it ot > ¢ Replace corrupted spans 5325 1924 8088 7136 2098 3082 2765
R Tk e D e et e et me 0 yourpacy > Drop corrupted tokens 8144 1931 8052 6867 2707 376 2782
T5 Pretraining Dataset Training Strategy
GLUE_CNNDM_SQuAD_SGLUE _FaDe _EaFr_ Fafts
= * Unnupervised pretraining + o 776
= Multitask trining %»
- Multi-task pre-tr fin 39.50
- Leave-one-dut multtask training " b o
e e Supervieed : w013 2808
Dataset EDc_EaR__EuRo
ci 2768
Ci, unfiltered 2721
748
2750
ikipedi 16GB 8185 arer
wikipedia + Tifc \206n (7365 757
Much worse on CoLA k Much betteron ReCoRD
Order of magnitude smaller Much better on MultiRC

Training Strategy

Scaling Strategy

‘Training strategy GLUE__CNNDM_SQuAD

Enfto

e-training + fine 8328
o 8112

+ fine-tun 8311

we-one-out multi-task t 810
Supervised multi-task pre-traj .03

GLUE CNNDM__ SQuAD

1921 8088
teps 1933 8245
1942 8252
steps 1966 841
g steps 1973 8386
1x ensembled 2010 8309




T5: Putting It Together

T5: Putting It Together

= Encoder-Decoder Model ~Parameters # layers dmoder  dg  diy  # heads
® Span Replacement Small 60M 6 512 2048 64 8
. ca Base 220M 12 768 3072 64 12
. . Large T70M 24 1024 4096 64 16
* Multi-task pretraining 3B 3B 24 1024 16384 128 32
= Large models, trained Ionger 11B 11B 24 1024 65536 128 128
GIUE _GiA STz MRPC MRPC SISB SIS
Modd Mverage Matthews Accarscy | Fl Accuracy Pearan Spearman
Previous best 89.4° 69.2" 97.° 936" 915" 27 23"
TsSmal | T4 410 o8 %7  se  se 80
5 B @7 s s s ss s4  me
Tolage %4 62 %3 @4 wo  mo w2
S35 ws @1 o4 ms  mo  se  ss
T8 %3 me  ers  @s w4 ea1 28
GPT3

Finetuning Limitations

= Requires large supervised dataset

= Spurious correlations in
supervised finetuning dataset

= Poor sample efficiency vs.

= Language Models are Few-Shot Learners (Brown et al., 2020)

= Decoder-only model
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GPT3 GPT3 Training

Model Name Tparams Miayers Gmodel Theade dhead Baich Size Leaming Rate = Larger models -> larger batch sizes, smaller learning rate
GPT-3 Small 125M 12 05M 6.0x107* .
GPT-3 Medium 3M 24 1024 16 64 05M  30x10- = Model parallelism: across layers
GPT-3 Large 760M 24 1536 16 9% 0.5M 25%x10°*
GPT-3 XL 1.3B 24 2048 24 128 M 20x10* - imi.
GPT3278 2B R 20 2 % M 16x10 Adam optimizer
GPT-36.7B 67B 32 4096 32 128 ™M 12x10° - : P
GPT-3 138, 130B 40 S0 40 128 oM 10x 10~ Gradient clipping: 1
GPT-3 175B or “GPT-3"  175.0B 96 12288 96 128 32M 0.6 %10

Quantity  Weightin __Epochs clapsed when

Dataset (tokens) _ training mix _ training for 300B tokens
Common Crawl (filiered) 410 billion — 60% 044
WebText2 19 billion 2% 29
Books1 12 billion 8% 19
Books2 55 billion 8% 043
Wikipedia 3 billion 3% 34

= Linear warmup learning rate, cosine decay
= Weight decay 0.1




In-Context Learning

= Zero-Shot

Translate English to French

= One-Shot MES T BRI D T task description

ea otter => loutre de mer

= Few-Shot

In-Context Learning

Evaluation Setup

Few-shot: sample uniformly from train set
Normalize by unconditional probability

Size vs. In-Context Learning

Zewshot  Oneshot Fewshot

P(c letion xt) e~ 1758 Param
: P(completion[answe ntext) . -
©
o
= More semantic names i.e. “True” instead of 1 .
= Generation tasks: beam search ©
o
~ 1.38 Params
=
o 10 10
Numbor of xampls in Contoxt (K
Language Modeling + Cloze Tasks Closed-book QA
TriviaOA
N ° F od SOTA.
- ©
: 0
. o 1
. e <
— Zeosha
StoryCloze  HellaSwa —+— One-Shot
Seuing B e - Fowshot (xe64)
SOTA 68.0° 8.63" 918 85.67 Setting PTB 018 048 088 138 268 678 138 1758
GPT-3 Zero-Shot 762 3.00 832 789 SOTA (Zero-Shot)  35.8% Parameters in LM (Billons)
GPT3OneShot 725 335 847 781 _GPE3ZeroShot 205

GPT-3 Few-Shot 864 192 877 793




Machine Translation

= Match or near SOTA in high-resource settings
= Better going into English

Translation (M- BLEV)

Sentence-Level Tasks

SuperGLUE Performance In-Context Learning on SuperGLUE

o Fewshor 6713 1758
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Setting CoQA DROP QuAC SQuADv2 RACE-h RACE-m
Fine-tuned SOTA  90.7°  89.1°  74.4°  93.0¢ 90.0° 93.1
GPT-3 Zero-Shot  81.5 23.6 415 59.5 455 584
GPT-3 One-Shot ~ 84.0 343 433 65.4 459 574
GPT-3 Few-Shot ~ 85.0 36.5 443 69.8 46.8 58.1

G 048 ose 138 260 67 18 758
Parameters n L @ons

Context Hypothesis Ratonalc Godred. T
(Valid)
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Machine or Human?

Star’s Tux Promise Dravs Nogyn Kell
Joaquin Phoenix pleds
ar ago, Joaquin Phoenix made headlines vhen he appeared on
the red carpet at the Goldon Globes usaring a tuxedo with a paper bag over
his head that read, "I am a shape-shifter. I can’t change the world. I
can only change myself. " It vas o promise to not change to £it into the
hink that’ hange

your tux, but you can chengo your mind.  You can chango your mind. You cen
change your mind." Phoer he did, but it didn’t stick. "I vas like,
‘Okay, I’m going to wear a tuxedo to this thing.’ And then I thought, ‘I
don’t want to wear a tuxedo to this thing.’" Kelly goes on to encourage him
to change his mind again, but Phoenix says it’s too late: "I’m committed to
wearing this."

Machine or Human?




Test Set Contamination

Bias, Fairness, Representation

= Memorization or generalization?
= Bug in removing test data from training data

Tble 1 Most Bissed Descripive Words n 1758 Mocel

Top
o Oxcumence Couts
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Bias, Fairness, Representation Open Questions
Sentiment Across Models = Scaling
:: = Evaluation
¢ o = Misuse, Risks
E Y = Grounding
e = Controllability
: S ——— = Multilingual

Figure 6.1: Racial Sentiment Across Models




