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Efficiency



Today
§ Knowledge Distillation
§ Quantization
§ Pruning
§ Efficient Attention
§ Efficient Architectures



Knowledge Distillation
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Knowledge Distillation for Pre-training
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Knowledge Distillation for Fine-Tuning
Regular Pre-training
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Fine-tuning via distillation

(Optional) regular fine-tuning
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Knowledge Distillation for Fine-Tuning
Pre-training via distillation
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Source: unsplash.com

Quantization
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https://unsplash.com/photos/FTfjMijq-Ws


Quantization

z ∈ (tj, tj+1] j=0, …, 2k-1
Definition

Q(z) = qj

Linear Quantization

z = S (qj - Z)



Quantization

Quantization-Aware Training



Quantization

● Q-BERT {0, …, 2k-1}
○

○



Quantization with Distillation



Pruning

Source: unsplash.com

a = (W ⊙M) x

Definition

pruningmask

Main Questions
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Pruning
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Lottery Ticket Hypothesis



Movement Pruning

● First-order

●

○ hard

M

M = Topv(S) S v

○ soft M = (S > τ) S τ



Movement Pruning



Efficient Attention

Goal:



Efficient Attention
§ Data-Independent
§ Data-Dependent
§ Kernels
§ Recurrence
§ I/O Aware-Attention



Data-Independent Patterns

Blockwise Patterns



Data-Independent Patterns

Strided Patterns



Data-Independent Patterns

Diagonal Patterns



Data-Independent Patterns

Global Attention



Data-Dependent Patterns

Buckets



Data-Dependent Patterns

Buckets: Hashing



Data-Dependent Patterns

Compression



Kernel

Kernels

Recap

kernel:



Kernel

Kernels

Recap

kernel:

Independent of query!



Kernel

Kernels

Recap

kernel:

Compute this d’ x dmatrix first

linear



Recurrence

Compressive Transformers
compression



I/O Awareness

FlashAttention (Dao et al., 2019



Mixture-of-Experts

Shazeer et al., 2017: arXiv
Lepikhin et al., 2020: arXiv

https://arxiv.org/abs/1701.06538
https://arxiv.org/abs/2006.16668


Mixture-of-Experts
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Mixture-of-Experts
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Structure State Spaces

S4 (Gu et al., 2022)



Structure State Spaces


