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Challenges

Task Format
" Premise: | have never seen an apple that is not red.
= Hypothesis: | have never seen an apple.
= Correct output: Not entailment

Harm Mitigation / Control
Domain Shift
= e.g. biomedical text, legal text

Temporal Shift

= Updated facts, news, etc.



Methods

" Finetuning
" Lightweight Finetuning

=" Prompting
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Finetuning for Zero-Shot / Instructions

Multi-task Prompted Training Enabled Zero-Shot Task
Generalization (Sanh et al., 2022)

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

I know that the answer to “What team did

the Panthers defeat?” is in “The Panthers

finished the regular season [...]". Can
you tell me what it is?

Arizona Cardinals ]

Multi-task training

Zero-shot generalization

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?




AN Lightweight Finetuning

= Probing

Prediction
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Lightweight Finetuning

= Adaptors: Parameter-Efficient Transfer Learning for NLP
(Houlsby et al., 2019)
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Lightweight Finetuning

= Adaptors: Parameter-Efficient Transfer Learning for NLP
(Houlsby et al., 2019)
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Prefix Tuning

" Prefix Tuning: Optimizing Continuous Prompts for
Generation (Liang et al., 2021)

Fine-tuning

Transformer (Translation)
[ 1 1 [ 1 [ 1]

Transformer (Summarization)
[ 1] [ 1] [ 1] 1 [ 1] 1 1 [ 1

Transformer (Table-to-text)

I LI

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)

Prefix
(Translation)

[ ]
Prefix
(Summarization)
-

Prefix
(Table-to-text)

Prefix-tuning

Transformer (Pretrained)

LRI

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)




Prefix Tuning

= Prefix Tuning: Optimizing Continuous Prompts for

Generation (Liang et al., 2021)
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Lightweight Finetuning

" Prompt Tuning: The Power of Scale for Parameter-Efficient
Prompt Tuning (Lester et al., 2021)

Model Tuning
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Lightweight Finetuning

" Prompt Tuning: The Power of Scale for Parameter-Efficient
Prompt Tuning (Lester et al., 2021)
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Lightweight Finetuning

" Lightweight finetuning improves OOD results

Dataset Domain Model Prompt A
SQuAD Wiki 949 +0.2 948 +0.1 —-0.1
TextbookQA  Book 543 +3.7 668 +29 +12.5
BioASQ Bio 779 +04 79.1 +0.3 +1.2
RACE Exam 59.8 0.6 60.7 +0.5 +0.9
RE Wiki 88.4 +=0.1 88.8 0.2 +0.4
DuoRC Movie 68.9 +0.7 67.7 +1.1 —1.2
DROP Wiki 689 +1.7 67.1+19 —1.8




Lightweight Finetuning

" LLaMa-Adaptor: Efficient Finetuning of Language Models with
Zero-Init Attention

Instruct
The president of Mexico in 2019? % Frozen & Fine-tune
2 2
?,i\ﬁ LLaMA-Adapter
LLaMA
1.2M P
e M Parameters
Parameters 1 Hour Fine-tuning
J Plug with Expertise

Andrés Manuel Lépez Obrador ... .
P Multi-modal Instruct

Response



Prompting

= Zero-Shot

Text: i'll bet the video game is a lot more fun than the film.

Sentiment:




Prompting

= Few-Shot

Text: (lawrence bounces) all over the stage, dancing, running, sweating, mopping his face and ¢
Sentiment: positive

Text: despite all evidence to the contrary, this clunker has somehow managed to pose as an act
Sentiment: negative

Text: for the first time in years, de niro digs deep emotionally, perhaps because he's been st
Sentiment: positive

Text: 1i'll bet the video game is a lot more fun than the film.
Sentiment:




Prompting

= Calibrate Before Use: Improving Few-Shot Performance of
Language Models (Zhao et al., 2021)

Text: (lawrence bounces) all over the stage, dancing, running, sweating, mopping his face and (
Sentiment: positive

Text: despite all evidence to the contrary, this clunker has somehow managed to pose as an act
Sentiment: negative

Text: for the first time in years, de niro digs deep emotionally, perhaps because he's been st
Sentiment: positive

Text: i'll bet the video game is a lot more fun than the film.
Sentiment:




Prompting

= Calibrate Before Use: Improving Few-Shot Performance of
Language Models (Zhao et al., 2021)

= Majority label bias
= Recency

= Common token

PPPP NPPP PNPP PPNP PPPN NNPP NPNP PNNP NPPN PNPN PPNN NNNP NNPN NPNN PNNN NNNN

Unbalanced Balz;;lced Unbalvanced



Example Selection

= K-nearest neighbor clustering

= What Makes Good In-Context Examples for GPT-3? (Liu et al.,
2021)

select nearest neighbors Q Q
Test Prompt ‘

~
encode ’ Q: What county is Duluth Minnesota in?
[ What county is Frederick, MD in? } --------- w A: St. Louis County
@ "* \ .
encode 1 °

Training Data : \ Y [Q: What county is Frederick, MD in? j
‘—/— A:
1 \N P _ Y,
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. . [ GPT-3 ]
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Example Selection

= Diversity-based selection

= Selective Annotation Makes Language Modeling Better Few-
Shot Learners (Su et al., 2022)

score(u) = Z s(v), where s(v) = p~IFELIWOEEY 5 9
ve{v|(v,u)eEveld}



Example Selection

" Learning To Retrieve Prompts for In-Context Learning (Rubin et

al., 2022)

What is the length of the longest river in the usa?|

[ 1) rivers 2) #1 in the usa 3) lengths of #2 4) ... ]
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Chain-of-Thoughts

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

\_ J

A: The answer is 27. x

)

Chain-of-Thought Prompting

RS ~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5+ 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

J

A:

answeris 9. /

The |




Chain-of-Thoughts

—e— Standard prompting
—o— Chain-of-thought prompting
- - - Prior supervised best
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Self-Consistency

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.

Chain-of-thought
prompting

Self-consistency

ﬂ)z If there are 3 cars in the parking \

already. 2 more arrive. Now there are
3+ 2=5cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Qz

Language

model

Language

model

The answer is $14.

She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

Sample a diverse set of
reasoning paths

|
This means she she sells the

= $26 per day.

remainder for $2 * (16 - 4 - 3)I The answer is $26.

J

She eats 3 for breakfast, so |
she has 16 - 3 =13 left. Then |

has 13 - 4 = 9 eggs left. So
shehas 9 eggs * $2=$18. |

she bakes muffins, so she I The answer is $18.

\

The answer is $14. ]

Marginalize out reasoning paths
to aggregate final answers

She has 16 - 3 - 4 =9 eggs \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. l ) \
A: There are 3 cars in the parking lot ~ \

The answer is $18. ]
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Automatic Prompting

l Keep the high score candidates x Discard the low score candidates * Final selected prompt with highest score

LLMs as Inference Models }\ (——[ LLMs as Scoring Models

Professor Smith was given the Instruction: write the antonym of the

following instructions: <INSERT> word. <LIKELIHOOD>
Here are the Professor’s responses: L Input: direct O“tp“t
# Demostration Start . ﬁ Log @
Scorin; -
Input: prove Output: disprove Png)osal @ € ® Probability
Input: on Output: off
g P I:'> write the antonym of the word. -0.26 J
\#Demosu'atlon e / give the antonym of the word provided. 028 |
[Optional] gighj.sf“" reverse the input. 086 [ X
LLMs as R pling Models
_ X <:I to reverse the order of the letters -1.08 x
Generate a variation of the following
instruction while keeping the semantic @
meaning. Similar write the opposite of the word given. 0.16 |y
Candiat
Input: write the antonym of the word. :>
Output: <COMPLETE> list antonyms for the given word. -0.39

(a) Automatic Prompt Engineer (APE) workflow

= AutoPrompt; Shin et al., 2020
= Automatic Prompt Engineer; Zhou et al., 2022



Automatic Chain-of-thoughts

(1) Augment

~
|

Manual-CoT

~

Q: There are 15 trees in the grove. Grove workers will...
A: There are 15 trees originally...... The answer is 6.

Q: Olivia has $23. She bought five bagels for $3 each...
A: Olivia had 23 dollars. 5 bagels...... The answer is 8.

+
Pool Construction Question

[ Q: Natalia sold clips to 48 of her friends in April, and ...

/_

OR
Lack of Manual-CoT (Zero-shot)

Q: Natalia sold clips to 48 of her friends in April, and ...

A: Let's think step by step.

(& um
O

A: She sold 48 clips in April. In May she sold half as many,
so she sold 48 / 2 = 24 clips. In total she sold 48 + 24 = 72
clips. The answer is 72.

Ground Truth : 72

Not thch

Drop Add to Pool

~

Prune

[1][2][s]...[e] ... [l[e] ]

L1l2](s]...[e] ... [2][k][ K]

| [1][2][s]...[¢] ......@EIE‘

Pool Size = K

L/

Training Stage
Index ~ Pi
+
Training | | | | | | ...
e [ [ [ ]

U

L (prediction, label)

Estimate Gradient :g}; = + z
I3 =

I
— (c(rt*)) - ;ZL(TU’)) v, logP(ti)

1
=1
Update P; <j pi < proje(pi —n-gp)i=1, -, n

Inference Stage
Index = argmax Pi=[3, 9, ... , K]

~
Q: Ralph is going to practice playing tennis with a tennis ball ...
A:Ralph started with 175 tennis balls. He hit 2/5 of the first 100
balls, so he hit 2/5 * 100 = 40 balls. He hit 1/3 of the next 75
balls, so he hit 1/3 * 75 = 25 balls. In total he hit 40 + 25 = 65
\balls. He did not hit 175 - 65 = 110 balls. The answer is 110.

5-hop

Q: Hans booked a room in a hotel. The hotel has 10 floors ...

A: here are 10 floors with 10 rooms each. The last floor is
unavailable. So there are 9 * 10 = 90 rooms available.The
q answer is 90.

3-hop

+
Test Question

Q: Janet's ducks lay 16 eggs per day. She eats three for
breakfast... /




