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Adaptation



Challenges
§ Task Format

§ Premise: I have never seen an apple that is not red.
§ Hypothesis: I have never seen an apple.
§ Correct output: Not entailment

§ Harm Mitigation / Control
§ Domain Shift

§ e.g. biomedical text, legal text
§ Temporal Shift

§ Updated facts, news, etc.



Methods
§ Finetuning
§ Lightweight Finetuning
§ Prompting



Finetune



Finetuning for Zero-Shot / Instructions
§ Multi-task Prompted Training Enabled Zero-Shot Task 

Generalization (Sanh et al., 2022)



Lightweight Finetuning
§ Probing



Lightweight Finetuning
§ Adaptors: Parameter-Efficient Transfer Learning for NLP 

(Houlsby et al., 2019)



Lightweight Finetuning
§ Adaptors: Parameter-Efficient Transfer Learning for NLP 

(Houlsby et al., 2019)



Prefix Tuning
§ Prefix Tuning: Optimizing Continuous Prompts for 

Generation (Liang et al., 2021)



Prefix Tuning
§ Prefix Tuning: Optimizing Continuous Prompts for 

Generation (Liang et al., 2021)



Lightweight Finetuning
§ Prompt Tuning: The Power of Scale for Parameter-Efficient 

Prompt Tuning (Lester et al., 2021)



Lightweight Finetuning
§ Prompt Tuning: The Power of Scale for Parameter-Efficient 

Prompt Tuning (Lester et al., 2021)



Lightweight Finetuning
§ Lightweight finetuning improves OOD results



Lightweight Finetuning
§ LLaMa-Adaptor: Efficient Finetuning of Language Models with 

Zero-Init Attention



Prompting
§ Zero-Shot



Prompting
§ Few-Shot



Prompting
§ Calibrate Before Use: Improving Few-Shot Performance of 

Language Models (Zhao et al., 2021)



Prompting
§ Calibrate Before Use: Improving Few-Shot Performance of 

Language Models (Zhao et al., 2021)
§ Majority label bias 
§ Recency 
§ Common token



Example Selection
§ K-nearest neighbor clustering
§ What Makes Good In-Context Examples for GPT-3? (Liu et al., 

2021) 



Example Selection
§ Diversity-based selection
§ Selective Annotation Makes Language Modeling Better Few-

Shot Learners (Su et al., 2022)



Example Selection
§ Learning To Retrieve Prompts for In-Context Learning (Rubin et 

al., 2022)



Chain-of-Thoughts



Chain-of-Thoughts



Self-Consistency



Self-Consistency



Automatic Prompting

§ AutoPrompt; Shin et al., 2020
§ Automatic Prompt Engineer; Zhou et al., 2022



Automatic Chain-of-thoughts

§ Shum et al., 2022


