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The Era of Rapid Scaling in NLP

2017: Transformer is introduced 

[Vaswani+17] Attention is All You Need

2022: Large-scale Transformer models 
are the dominant approach for many  
NLP tasks



Neural MT ca. 2016
Neural Machine Translation is in production at Google 

[Wu+16] Google’s Neural Machine Translation System: 
Bridging the Gap between Human and Machine Translation

http://arxiv.org/abs/1609.08144
http://arxiv.org/abs/1609.08144


Neural MT ca. 2016



Neural MT ca. 2016

There are computation paths through the RNN-based network that 
scale linearly with the sequence length, and can't be parallelized.



Maximum Path Length

RNN:                  #tokens * #layers



Maximum Path Length

RNN:                  #tokens * #layers 

What about a Convolutional Neural Network? 



Maximum Path Length

RNN:                  #tokens * #layers 

Convolutional:   #layers -- but we need to connect all tokens



Maximum Path Length

RNN:                  #tokens * #layers 

Convolutional:   logkernel size(#tokens)



Maximum Path Length

RNN:                  #tokens * #layers 

Convolutional:    

Any other alternatives?

logkernel size(#tokens)
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Maximum Path Length

RNN:                  #tokens * #layers 

Convolutional:    

Attention:           #layers

logkernel size(#tokens)



(1) Transformer Architecture



Transformer Architecture
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Position-Based Attention

She .enjoys playing tennis

t=1 t=2 t=3 t=4
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Position-Based Attention
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She .enjoys playing tennis



  

Position-Based Attention

t=1 t=2 t=3 t=4

The word at t=1 is: 
enjoys
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Position-Based Attention

Query:  
t’=1 ✗✓ ✗ ✗

The word at t=1 is: 
enjoys

t=1 t=2 t=3 t=4

t=0 t=4t=1 t=2 t=3
She .enjoys playing tennis



  

Encoder

She .enjoys playing tennis
t=0 t=4t=1 t=2 t=3



    

Encoder

She enjoys
t=0 t=1

Multi-Head 
Attention

Feed 
Forward

LayerNorm

LayerNorm

wordposition
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Feed-Forward

layer input

layer output

non-linearity (often relu)

projected intermediate

linear projection

linear projection

FeedForward(x) = max(0, xW1 + b1)W2 + b2



Add & Norm

LayerNorm

Layer Normalization [Ba+16]  
improves stability of neuron activations 

Residual Connections 
useful across a variety of neural network architecture types, not just in NLP
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Decoder

She .enjoys playing tennis



Encoder vs. Decoder



  

Decoder-Only Transformer Model

She .enjoys playing tennis

.enjoys playing tennis <eos>



Decoder



Encoder-Decoder



Transformer MT Results

29.1 41.8



(2) Pre-Training



  

Transformer Language Model

She .enjoys playing tennis

.enjoys playing tennis <eos>



  

Pre-Training with LMs



  

Pre-Training with LMs

GPT

Representative Model: GPT 
(GPT = Generative Pre-Training)



Pre-Training with LMs

  GPT pre-training



Pre-Training with LMs

  GPT

  GPT
Help prince transfer huge inheritance

Important information about your final exam

Spam

Not Spam

pre-training

task-specific 
fine-tuning



  

Fine-tuning with LMs

Help inheritanceprince transfer huge

GPT

 Classifier

SPAM
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Summarization with LMs



Summarization with LMs



GLUE Benchmark

[Figure by Chris McCormick and Nick Ryan]

[Wang+19] GLUE: A Multi-Task Benchmark and Analysis Platform For Natural Language Understanding 

https://gluebenchmark.com

https://mccormickml.com/2019/11/05/GLUE/
https://gluebenchmark.com


GLUE Benchmark Results

[Figure from Ahmet & Abdullah, 2020]



  

Bi-directional Pre-Training

She .enjoys playing tennis

.enjoys playing tennis <eos>

?



  

Bi-directional Pre-Training

She .enjoys playing tennis

.enjoys playing tennis <eos>

!this task is trivially solved with  
bi-directional self-attention



  

Masked Language Model

She .enjoys playing tennis

Mask out 15% of tokens, then predict the missing tokens



  

Masked Language Model

She [MASK][MASK] playing tennis

Mask out 15% of tokens, then predict the missing tokens



  

Masked Language Model

She [MASK][MASK] playing tennis

enjoys .

Mask out 15% of tokens, then predict the missing tokens



  

Masked Language Model

She [MASK][MASK] playing tennis

enjoys .

Representative Model: BERT 
(BERT = Bidirectional Encoder Representations from Transformers)



Pre-Training with Masked LMs

  + pre-training



Fine-Tuning with Masked LMs



Fine-Tuning with Masked LMs



  

Summarization with Masked LMs?
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Summarization with Masked LMs?
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brain
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!
Bi-directional Masked LMs are not ideal for sequence-to-sequence tasks



GLUE Benchmark Results

[Figure from Ahmet & Abdullah, 2020]



    

Encoder-Decoder Pre-Training

Cross-Attention



    

Encoder-Decoder Pre-Training

Cross-Attention

Representative Model: T5 
(T5 = Text-To-Text Transfer Transformer)



Encoder-Decoder Pre-Training

    

Cross-Attention



Encoder-Decoder Pre-Training

    

Cross-Attention



    

Encoder-Decoder Pre-Training

Cross-Attention



    

Encoder-Decoder Pre-Training

Cross-Attention

for inviting <Y> last <Z> </s>



Encoder-Decoder Pre-Training

  T 5  



Encoder-Decoder Fine-tuning



GLUE Benchmark Results

[Figure from Ahmet & Abdullah, 2020]



GLUE Benchmark Results

[Figure by Chris McCormick and Nick Ryan]

https://mccormickml.com/2019/11/05/GLUE/


Types of Transformer Models

  

  

    

Decoder only

Encoder only

Encoder-Decoder

  GPT

  

  T 5  

e.g.

e.g.

e.g.



Types of Task-Specific Adaptation

Fine-tuning: modify existing model parameters

Adapter modules: freeze existing parameters; insert and train new layers

Prompting: re-formulate a task in natural language (e.g. fill-in-the-blank)

(not covered in these slides)



Example from GPT-3 LM

[https://openai.com/blog/better-language-models]

https://openai.com/blog/better-language-models


Examples of Prompting

[https://beta.openai.com/examples]

https://beta.openai.com/examples


The Era of Rapid Scaling

[Amodei, Hernandez, et al. / OpenAI]



The Era of Rapid Scaling

[Amodei, Hernandez, et al. / OpenAI]



The Era of Rapid Scaling in NLP

[NVIDIA] ELMo is an RNN model; all others are Transformer models


