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Anti-Black racial 
bias in healthcare 

algorithm. 



Pitfalls of computing for social good.

Solutionism: tendency to assume computing will solve 
social problems.

Tinkering: take problematic sociopolitical systems as fixed 
and optimize around them. 

Diversion: distract from the root of problems and other 
forms of addressing them. 



Does computing have any role to play?



Roles for Computing in Social Change
Abebe, Barocas, Kleinberg, Levy, 
Raghavan, & Robinson (FAT* ’20)

Does computing have any role to play?



Social change is the 
work of many hands.

How can computing support (not 
supplant) other routes to broad 

social change?



Computing as diagnostic.

Computing can help us measure social problems and diagnose 
how they manifest in technical systems. 
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Computing as diagnostic.

Sweeney (2013): racial bias in ad 
delivery 

Buolamwini & Gebru (2018): gender 
and skin-tone bias in facial analysis

Bolukabsi et al. (2016): Cliskan et 
al. (2017): bias in word embeddings

Obermeyer et al. (2019), racial bias 
in healthcare algorithms

Koenecke et al. (2020): racial bias 
in speech recognition 

Abebe et al. (2019): health 
information bias in search engines 



Using Search Queries to Understand 
Health Information Needs in Africa

Abebe, Hill, Vaughan, Small, & Schwartz 
(ICWSM, ’19) 



Breastfeeding: positive, 

baby, mother, breastfeeding, 
breast, mothers, child, born, 

feeding, babies

Drugs: drug, treatment, patients, 

abuse, therapy, drugs, resistance, 
antiretroviral, substance

Symptoms: pain, sign, 

lymph, swollen, nodes, 
sore, symptom, 
symptoms, throat, 
infection

healthy lifestyle: food, 

positive, people, person, diet, 
healthy, living, eat, good 

patients, medication, nutrition, 
foods, lifestyleNatural Cures: cure, oil, black, 

healing, heal, healed, seed, herbs, 
natural, cures

Stigma: stigma, issues, 

discrimination, related, 
ethical, legal, prevention, 
safety, pdf, workplace



Is there variance in the quality of content 
shown to users online? 



Natural cures 



Natural cures 

HIV/AIDS drugs





Web 
Search

Causes of disparities in 
access to health information. 



Web 
Search

Causes of disparities in 
access to health information. 

Discrepancies in “backend” 
processing by search engines. 



Web 
Search

Availability of Web pages on drugs vs. natural 
cure: 

CDC 4.56x 

NIH 4.97x 

WHO 6.56x

UNAIDS 7.41x

Causes of disparities in 
access to health information. 
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Computing as diagnostic.

Computing can help us measure social problems and diagnose 
how they manifest in technical systems. 

Risks: diagnosis ≠ treatment 

“Data, in short, do not speak for 
themselves and don’t always change 

hearts and minds or policy.” 
(Benjamin, 2019)



Ethics and Social Change: 
NLP Perspectives



NLP Perspectives: Outline

● Understanding the Problem
○ NLP Gone Wrong
○ Sources of Bias
○ Bias Measurement

● Addressing Bias
○ Bias Mitigation
○ The Effects of Interventions

● Beyond Bias
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Bias in Machine Translation



Types of Harm caused by AI (Crawford, 2017)

● Allocational harm: System performs worse on a group
● Representational harm: System perpetuates stereotypes about a group



Allocational harm

● Stereotype-based 
biases worsen model 
performance for groups 
already facing 
discrimination



Representational harm

● Models represent groups in ways that perpetuate stereotypes



Evidence of Bias

● Gender & racial bias in translation and word embeddings (Caliskan et 
al., 2017)

● Gender bias:
○ Sentence encoding (May et al., 2019)
○ Image captioning (Zhao et al., 2017)
○ Coreference resolution (Rudinger et al., 2018)

● Islamophobia in large language modeling (Abid et al., 2021)
● Racial bias in hate speech detection (Sap et al., 2019)
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Dataset Issues: Collecting Data

● Newer, larger models require large amounts of data
● NLP corpora are often scraped from uncurated web text

○ What text is on the web that we might want a dataset to exclude?



Dataset Issues: Collecting Data

● Newer, larger models require large amounts of data
● NLP corpora are often scraped from uncurated web text

○ What text is on the web that we might want a dataset to exclude?
■ Hate speech, stereotypical language
■ Spam
■ Adult content
■ Machine-generated text

○ Careful: filters for excluding this content can be “biased,” too!



Dataset Issues: Filtering Data

● Careful: filters for excluding this content can be “biased,” too!
● Blocklists disproportionately exclude text by 

minority groups (Dodge et al., 2021)
● Hate speech/offensive speech detectors 

penalize identity terms and
African-American English (Sap et al., 2019; Park 
& Fung, 2017)
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Dataset Issues: Collecting Data

● What text isn’t as common on the web that we might want a dataset to 
include?
○ Low-resource languages
○ Dialects with fewer speakers (e.g., African-American English)
○ Non-written languages
○ Older people’s language
○ Text by people without Internet access (often dependent on 

socioeconomic status & country where located)
● Oftentimes, people already facing disadvantages are further 

marginalized in datasets



Dataset Issues: Annotating and Filtering Data

● NLP corpora are often annotated by inexperienced labelers on 
platforms like Amazon Mechanical Turk

● Who annotates on Mechanical Turk?
○ Disproportionately white and young
○ Turkers from different countries

may not be informed about relevant 
local issues in other countries

● Dataset quality measures can further 
suppress minority voices



Dataset Issues: Annotating and Filtering Data

Is this sentence toxic?

“I’m not sexist, but a Ferrari just isn’t the sort of car 
that a woman should drive.”

Not 
toxic

Not 
toxic

Not 
toxic

Toxic

Not toxic

Man Man Man Woman



Dataset Issues: Beyond Bias

● Data labelers are disproportionately low-income and not always 
adequately compensated for their work

● For some tasks, data labelers are increasingly drawn from countries 
that permit lower pay or worse working conditions (Perrigo, 2022; 
Hao & Hernandez, 2022)

● Ensure your labelers get paid enough and question where your data 
comes from!

“How the AI industry profits from catastrophe,” Karen Hao & Andrea Hernandez, MIT Technology Review, 2022.



What Causes these Problems?

● Combination of dataset bias and 
bias amplification results in highly 
biased output



Compounding Sources of Bias: Coreference Resolution

● Bureau of Labor Statistics: 39% of managers are female
● Corpus used for coreference resolution training: 5% of managers are 

female
● Coreference systems: No managers predicted female (Rudinger et al., 

2018)
● Systems overgeneralize gender



Bias in Machine Translation

● Dataset bias + bias amplification => stereotypically gendered translations



Outline
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Types of AI Harm (Crawford, 2017)

● Representational harm is harder to measure, but very common in 
language tasks



Word Embedding Association Test (Caliskan et al., 2017)

● Measure bias in word embeddings (GloVe and word2vec)
● Based on Implicit Association Test
● Measure association between target words 

and attribute words

47

implicit.harvard.edu



Quantifying gender bias

● Bolukbasi et al. (2016): bias in word embeddings
● Introduce idea of gender direction



Evaluating Bias in Language: Challenge Datasets

● Challenge datasets for bias in coreference resolution, machine 
translation, sentiment analysis
○ WinoMT, WinoGender, Equity Evaluation Corpus
○ E.g., sentences balanced between male/female genders and 

male/female role assignment
○ Measure difference in accuracy between sentences involving 

male/female genders or stereotypical and anti-stereotypical role 
assignment



The NLP Perspective

● Understanding the Problem
○ NLP Gone Wrong
○ Sources of Bias
○ Bias Measurement

● Addressing Bias
○ Bias Mitigation
○ The Effects of Interventions

● Beyond Bias



Bias Mitigation



Bias Mitigation: Improving Data Collection

● Tag protected attributes in corpora (Vanmassenhove et al., 2019)
● Fine-tune with a smaller, unbiased dataset (Saunders and Byrne, 2020)
● Pros: Often the most effective available method!
● Cons:

○ Data collection is costly and sometimes infeasible
○ How do you “balance” a dataset across many attributes?



Bias Mitigation: Constraining Inputs, Loss, or Outputs

● Constraining inputs
○ Adjust word embeddings (Bolukbasi et al., 2016)

● During training
○ Penalties, adversaries, or rewards (Zhang et al., 2017; Xia et al., 

2019)
● Constraining outputs

○ Perturb model during decoding (He et al., 2021)



Effects of Bias Mitigation

● Some interventions aren’t very effective
○ “Lipstick on a Pig”: word embedding debiasing easily avoided

● But most are fairly effective…



Effects of Bias Mitigation

● Some interventions aren’t very effective
○ “Lipstick on a Pig”: word embedding debiasing easily avoided

● But most are fairly effective…
…so why do models still cause harm?



The Machine Learning Loop



The Machine Learning Loop



The Machine Learning Loop

● As computer scientists, it’s easy to assume that the answer always lies 
in changing the data or the algorithm

● But addressing deeper patterns of injustice requires adjusting 
interventions and the broader role of AI in society

● This requires the work of many–not just computer scientists
● In these efforts, algorithmic intervention isn’t the only role for computer 

science: we can also diagnose problems, formalize them, or work as 
part of broader interventions



Criticism of Bias Mitigation

● Language (Technology) is Power (Blodgett et al., 2019)
● Need to engage critically with what constitutes “bias” 

○ Bias is inherently normative
○ Unstated assumptions about what systems should or 

shouldn’t do
■ These assumptions also reproduce harms

○ What makes a system’s behavior harmful?
● Some papers state system performance as the primary or only harm
● Research examines concerns from the dataset or model used, but 

rarely how the model is used in practice



Bias Mitigation

● Recommendations:
○ Ground work in the literature outside machine learning

■ HCI, sociology, linguistics
○ Explicitly lay out why system behaviors described as bias are 

harmful, how, and to whom
○ Work with people in affected communities to understand what they 

want and need
■ Change the balance of power



Beyond Bias: Assumptions and Oversimplification

● Language
○ Standard American English ≠ all language
○ Why prioritize languages with more speakers?
○ Does everyone speaks the same dialect of a language?

● What associations with gender/race/sexuality/etc. are “acceptable”?



Complications in Bias Measurement and Evaluation

● Do existing bias measures cover all forms of discrimination?
○ Access
○ Intersectionality
○ Coverage

■ False negatives: misleading claims of fairness
○ Subtlety

■ Hate speech detection
○ Downstream effects

■ Machine learning loop
● How do we deal with more complex models?



Intervening outside the black box

● Technology as diagnostic
● Giving affected communities a voice
● User choice & human-AI 

interaction
● Change the problem, 

not the solution



Thoughts for Discussion

● When should we intervene through algorithmic interventions vs. outside 
interventions?

● Do notions of “bias” cover all forms of harm?
○ What happens if our diagnostic tools allow for false negatives?
○ How would we capture or prevent more forms of harm?

● How do we incentivize researchers and companies to make 
less harmful models?


