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Interactive Systems
▪ What is language? 

▪ Fundamentally: an interactive tool to get things done in the world 

▪ How well do our systems use language?

Following slides are from Alane Suhr and Yoav Artzi, 
EMNLP 2021 tutorial on crowdsourcing



Communication Games

▪ Communication-based NLG evaluation 

▪ Does our model generate language that successfully 
communicates a piece of information?

Newman et al. 2020
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CerealBar
A situated collaboraGve game 

with sequenGal natural 
language instrucGon

Following slides are from 
Alane Suhr and Yoav Artzi, 
EMNLP 2021 tutorial on 

crowdsourcing



CerealBar
▪ Interaction: participants respond to each others’ language and 

behavior across multiple turns 

▪ Collaboration: participants are incentivized to coordinate using 
language 

▪ Key difference from existing interactive systems: evaluate 
success of language use via measuring collaboration success!



Game Design



Environment
▪ Passable terrain 

▪ Obstacles to 
navigate around 
(terrain and 
landmarks) 

▪ Cards can be 
selected or 
unselected



Collaboration

Follower

Leader



Collaboration
▪ Collect valid sets of three cards  

▪ Valid: unique color, shape, and count 

▪ Each set completed is one point 

▪ Goal: maximize game score

Invalid SetValid Set
(two cards with three objects)



▪ Agents take turns with limited steps per turn 

▪ Players move around the board to select and 
unselect cards 

▪ When a valid set is selected, the cards disappear 
and new random ones appear

Collaboration

FollowerLeader



Language

▪ Since players are working on the same set together, they need 
to coordinate their actions 

▪ Solution to this: communicate! 

▪ To make it easier for us to build systems that play this game, we 
use unidirectional communication



Instruction

▪ Leader’s role: give instructions to the follower 

▪ Allow flexibility in instruction giving: write as many instructions 
as they want per turn, as long as the follower has one to follow 

▪ Follower’s role: follow the instructions 

▪ Also flexible: follow as many instructions as they want per turn, 
or take multiple turns for an instruction



Incentivizing Instruction
▪ Players have different abilities and knowledge, and must use language to 

bridge those differences 

▪ Observability: leader sees the whole board, but follower only sees a first-
person view 

▪ Leader is responsible for planning what cards both players should get 

▪ Follower is disincentivzed to wander off or select unmentioned cards 

▪ Leader’s instructions need to be grounded in the follower’s first-person 
view (e.g., contain spatial relations) 

▪ Action: follower has 10 steps per turn, while leader has only 5 

▪ Encourages leader to delegate longer, more complex paths to the follower 
(i.e., more interesting language)



Interaction

▪ Fundamental to CerealBar: interaction across multiple turns 

▪ This allows: 

▪ Adaptation to the other player’s behavior 

▪ Correction of mistakes 

▪ Formation of common ground



Tasks Supported by CerealBar

Task I: map leader instructions to follower actions

f(instruction,  
    history,           )=actions

Task II: generate leader instructions

f(           , history)=instruction



Recap: Tasks
▪ Modeling linguistic structure

E.g., dependency parsing
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Recap: Evaluation
▪ Automatic evaluation with a clear ground truth

POS tagging

airline #
AA 123

Delta 456
… …

JetBlue 404Denotational semantics

Knowledge base 
reconstruction



Recap: Evaluation
▪ Automatic evaluation with a clear ground truth 

▪ Easy to compute, informative, and (somewhat) objective 

▪ Requires significant annotation effort
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BERTScore

BLEU



Recap: Evaluation
▪ Automatic evaluation with a clear ground truth 

▪ Automatic evaluation with (at least) one ground truth 

▪ Easy to compute, doesn’t require low-level annotations 

▪ More subjective, requires at least one reference
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▪ Human judgment 

▪ Closer to real-world system use / user judgments 

▪ Requires managing crowdsourcing; can be subjective
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Recap: Evaluation
▪ Automatic evaluation with a clear ground truth 

▪ Automatic evaluation with (at least) one ground truth 

▪ Human judgment 

▪ Interactive evaluation 

▪ Directly evaluates functionality of system in deployment 

▪ Lots of effort to manage, may not reflect full range of user 
behavior, users don’t always know what they want
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