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Panel next Tuesday!

▪ Topic: LLMs, broadly :) 

▪ Confirmed panelists: 

▪ Akshat Gupta 

▪ Charlie Snell 

▪ Ruiqi Zhong 

▪ Lucy Li



Alternatives to RLHF



RLHF Recap

▪ Get some demonstration data and perform supervised 
finetuning 

▪ Train a reward model given preference data 
 
 
 

▪ Fine-tune policy using RL



RLHF without RL?

▪ Couldn’t we just train our policy directly using our preference 
data? 

▪ Direct Preference Optimization (DPO) derives a closed-form 
objective that doesn’t require training a reward model or RL

Rafailov et al. 2023, DPO



Direct Preference Optimization

Rafailov et al. 2023, DPO



RLHF without HF?

▪ Goal: given a “helpful” model, train it to be more “harmless” 

▪ Can we get one model to supervise another one, with human 
intervention only at the level of guiding the supervision? 

▪ Human supervision at the level of a “constitution”, including 
several dozen principles 

▪ https://www.anthropic.com/news/claudes-constitution 

Bai et al. 2022, Constitutional AI

https://www.anthropic.com/news/claudes-constitution


Aside: Red-Teaming

▪ Can we get models to do harmful things even when they’re 
trained not to?

Ganguli et al. 2022



RLAIF

Bai et al. 2022, Constitutional AI



RLAIF

Bai et al. 2022, Constitutional AI



RLHFeedbacks?

▪ Are pairwise preference judgments too coarse-grained? 

▪ Can we better guide our human judges?

Glaese et al. 2022, Sparrow



Sparrow: Targeted Human Judgments

▪ Key contribution: train rule-specific reward models (Rule RM) 
that identify whether a rule was violated in a generated 
sequence 

▪ Human annotators don’t just provide preferences, but also try 
to elicit rule-violating behavior that can be tagged for training 
the Rule RM 

▪ During inference, rerank multiple samples with both rewards

Glaese et al. 2022, Sparrow



Fine-Grained RLHF

▪ Multiple 
dimensions of 
reward 

▪ Rewards 
associated with 
spans of text 

▪ During 
learning, use a 
weighted sum 
of reward types

Wu et al. 2023, Fine Grained RLHF



RLHF without F?

▪ What can we learn without preference 
data? 

▪ Take advantage of the instruction-
following abilities of LLMs to self-
improve during exploration

Scheurer et al. 2022



Fancy Inference



Adding Structure to Inference

▪ Ensemble with multiple CoT samples

Wang et al. 2023, Self-consistency



Adding Structure to Inference

Yao et al. 2023, Tree of Thoughts



Tree of Thoughts

▪ ToT explicitly decomposes reasoning into discrete “thoughts” 

▪ Ideally, “‘small’ enough so that LMs can generate promising 
and diverse samples, yet ‘big’ enough so that LMs can 
evaluate its prospect toward problem solving”  

▪ ToT maintains a tree, where each node is represented as the 
problem input and a sequence of thoughts so far 

▪ Given a current stream of thoughts, get some more thoughts: 

▪ Sample IID using CoT 

▪ Propose several thoughts jointly 

Yao et al. 2023, Tree of Thoughts



Tree of Thoughts

▪ Now we have a “frontier” of new states (leaves containing 
newly generated thoughts) that we need to choose to search 
over 

▪ Can value each state independently on how promising the 
state is 

▪ Could also vote across a set of states to choose the best ones 
to explore next 

▪ To construct the tree, can apply BFS and DFS to search

Yao et al. 2023, Tree of Thoughts



Tree of Thoughts

Yao et al. 2023, Tree of Thoughts



Adding Structure to Inference

▪ Prompt model to both “reason” and “act”

Yao et al. 2023, ReAct



Generation vs. Validation

▪ We typically use models 
to generate 

▪ But they’re often much 
better at validation than 
generation  

▪ Or, we have access to a 
good validation metric 

▪ Can we take advantage of 
this to improve generator 
policies?

Li et al. 2023, Benchmarking and improving generator-validator consistency



Reflexion

Shinn et al. 2023



Reflexion

Shinn et al. 2023



LLM-Based Agents



Getting LLMs to Do Things 

▪ A language modeling 
objective doesn’t let a model 
“learn” everything… 

▪ Long-tail facts

Kandpal et al. 2023



Getting LLMs to Do Things 

▪ A language modeling 
objective doesn’t let a model 
“learn” everything… 

▪ Long-tail facts 

▪ Structured, formal 
reasoning

Dziri et al. 2023



Getting LLMs to Do Things 

▪ A language modeling 
objective doesn’t let a model 
“learn” everything… 

▪ Long-tail facts 

▪ Structured, formal 
reasoning 

▪ The most up-to-date 
knowledge



Toolformer

▪ Instead, can we give models the 
ability to execute actions in-line 
with their token-by-token 
generation?

Schick et al. 2023



Toolformer

Schick et al. 2023



Agent Environments

▪ So we can augment LLMs with the ability to generate non-
linguistic tokens, which we interpret as executable actions 

▪ Can we use them to control a sequential decision process? 

▪ States S 

▪ Actions A 

▪ Transition function T, defined by the environment 

▪ Reward R 

▪ Policy π  

▪ Instruction-conditioned agents



Agent Environments

Yao et al. 2023, WebShop



Agent Environments

Zhou et al. 2023, WebArena



Agent Environments

Xie et al. 2024, OSWorld



Agent Environments

Jimenez et al. 2024, SWE-bench

▪ States S 

▪ Actions A 

▪ Transition function T, defined by the environment 

▪ Reward R 

▪ Policy π 



Current Approaches

▪ Prompting-based approaches 

▪ CoT 

▪ Reflect-and-retry  
(e.g. with LLM-based eval)

Zhou et al. 2023, WebArena; Pan et al. 2024 



Current Approaches

▪ Prompting-based approaches 

▪ CoT 

▪ Reflect-and-retry  
(e.g. with LLM-based eval) 

▪ Better agent-computer interfaces

Yang et al. 2024, SWE-agent



Current Approaches

▪ Prompting-based approaches 

▪ Imitation / supervised learning from demonstrations

Hong et al. 2023, CogAgent 



Current Approaches

▪ Prompting-based approaches 

▪ Imitation / supervised learning from demonstrations 

▪ Learning from exploration 

▪ Important for domain  
transfer, especially  
when action space is  
OOD (e.g. predicting  
pixel coordinates)

Bai et al. 2024, DigiRL



Planning with LLMs
▪ What do LLMs encode about 

more abstract tasks? 
▪ Given a task, prompt an LLM to 

propose subsequent action 
sequence described in natural 
language 

▪ Use environment to ensure you 
only propose executable actions 

▪ Use controller policy to convert 
from high-level action sequence 
to actions

Huang et al. 2022 (ICML), Ahn et al. 2023, SayCan



Planning with LLMs

▪ What about tasks with lots 
of constraints that can be 
easily solved by humans and 
formal planners? 

▪ Can they plan (optimally)?

Valmeekam et al. 2023



Interpretability



What is Interpretability?
▪ What do we actually want when we say we want to “interpret”? 

▪ Something beyond simple predictive performance 

▪ Something that will allow us to trust the model, e.g., a sense of where the 
model will and won’t make mistakes 

▪ An ability to infer causal relationships about the data distribution a model 
is trained on 

▪ An ability to generalize beyond the training distribution, i.e., transferability 

▪ An ability to model and understand additional context that influences a 
model’s prediction, i.e., informativity 

▪ An ability to use our interpretations to make more fair and ethical 
decisions

Lipton 2017



What Makes a Model “Interpretable”?

▪ Transparency in model and learning design 

▪ Can we “simulate” the model in our heads? (Likely not for 
deep neural networks) 

▪ Can we decompose the model into understandable parts? 

▪ Can we understand why learning behaves the way it does 
(e.g., can we prove convergence behavior)?

Lipton 2017



What Makes a Model “Interpretable”?

▪ Interpretability of a given model 

▪ Generating textual explanations of decision-making 

▪ Visualization of representations (e.g., clustering of 
embeddings) 

▪ Local decision-making (e.g. visualizing saliency maps, 
attention distributions) 

▪ Similarity-based explanations (e.g., word vector arithmetic)

Lipton 2017



What do LLMs “Know”?

▪ Which activations are most influential in accurately predicting 
factual knowledge? 

▪ Perform an interventional experiment, identifying which layer and 
token’s clean representation is sufficient for predicting correct 
output  

Meng et al. 2022



What do LLMs “Know”?

▪ MLP layers in attention cell can encode “key-value” associations

Meng et al. 2022



What do LLMs “Know”?

▪ MLP layers in attention cell can encode “key-value” associations 

▪ “Edit” this association with a new set of weights:

Meng et al. 2022



What do LLMs “Know”?

Meng et al. 2022



What Does a Particular Activation Do?

Bills et al. 2023 (Autointerpretability), Choi et al. 2024



What Does a Particular Activation Do?

Bills et al. 2023 (Autointerpretability), Choi et al. 2024



What Does a Particular Activation Do?

Bills et al. 2023 (Autointerpretability), Choi et al. 2024 https://neurons.transluce.org/ 

https://neurons.transluce.org/


What Vulnerabilities do LLMs Have?
Use prompt 
optimization to 
find suffixes 
that 
successfully 
result in 
harmful 
behavior across 
tasks and 
models

Zou et al. 2023



What Vulnerabilities do LLMs Have?
Use prompt 
optimization to 
find suffixes 
that 
successfully 
result in 
harmful 
behavior across 
tasks and 
models

Zou et al. 2023



Evaluation of LLMs



Emergent Abilities?

▪ “An ability is 
emergent if it 
is not present 
in smaller 
models but is 
present in 
larger models.” 

▪ Not predictable 
from scaling 
laws

Wei et al. 2022



Emergent Abilities?

Bubeck et al. 2023



Case Study: Theory of Mind Reasoning

▪ Can LLMs infer our beliefs, emotions, 
and intentions? 

▪ Preliminary evidence showing models 
can do decently well on templated 
ToM-style reasoning tasks 

▪ But they fail when adding realistic 
contextual details

Shapira et al. 2023, Ullman 2023, Kim et al. 2023



Case Study: Theory of Mind Reasoning

Shapira et al. 2023, Ullman 2023, Kim et al. 2023

▪ Can LLMs infer our beliefs, emotions, 
and intentions? 

▪ Preliminary evidence showing models 
can do decently well on templated 
ToM-style reasoning tasks 

▪ But they fail when adding realistic 
contextual details 

▪ Most benchmarks are highly 
templated



Case Study: Theory of Mind Reasoning

Shapira et al. 2023, Ullman 2023, Kim et al. 2023

▪ FANToM: comprehensive ToM 
reasoning with realistic social stories



Emergent Abilities?
Choice of 
metrics is 
important!

Schaeffer et al. 2023



Reproducibility in Evaluation

▪ Always share exact prompts and code 

▪ Reproduce results from other papers by running their 
experiments yourself 

▪ Provide model outputs alongside evaluation code 

▪ Perform qualitative analysis 

▪ Perform statistical significance testing 

▪ Quantify and report train-test overlap

Biderman et al. 2024, Zhang et al. 2024


