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RLHF: Supervised Fine-Tuning

Ouyang et al. 2022

Initial θ is GPT-3’s parameters.
max



RLHF: Training the Reward Model

Ouyang et al. 2022

Some outputs might be rated equivalent.

Sample between 4 and 9 
continuations per prompt.



RLHF: Training the Reward Model
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Create a new dataset with prompts paired 
with winning and losing continuations.

Expectation over 
ranking pairs

Predicted score 
for winning 
continuation

Predicted score 
for losing 
continuation



RLHF: Training the Reward Model

Ouyang et al. 2022

Create a new dataset with prompts paired 
with winning and losing continuations.

• Architecture is GPT-3 with the final projection layer removed 
(and replaced with a projection to predict a scalar) 

• Initialized as a (small, 6B) GPT-3 model that was supervised 
fine-tuned using 



RLHF: Optimizing the LLM Policy

Ouyang et al. 2022

Objective to maximize

KL divergence 
between original 
policy and current 
parameters

Doing a lot of 
heavy lifting: PPO 

objective to 
maximize



Scaling
How does performance improve when: 

▪ Increasing the number of few-shot examples?  

▪ Making the model larger? 

▪ Making the dataset larger? 

▪ Increasing the batch size? 

▪ Training the model for longer?



Scaling: Few-Shot Examples

Brown et al. 2020
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Scaling: Model Size

Brown et al. 2020 Sakaguchi et al. 2019

The trophy doesn’t fit into the brown 
suitcase because it’s too large. 

it = trophy 

The trophy doesn’t fit into the brown 
suitcase because it’s too small. 

it = suitcase



Scaling: Model Size

Brown et al. 2020 Reddy et al. 2018



Scaling: Model Size

Brown et al. 2020



Scaling Laws

▪ N is the number of parameters (excluding vocabulary and 
positional embeddings) 

▪ B is the batch size 

▪ S is the number of training steps (parameter updates) 

▪ C = 6NBS is an estimate of the total non-embedding compute 
(unit: PF-days, i.e., the number of floating point operations that 
can be performed in 1 day)

Kaplan et al. 2020



Scaling Laws

Kaplan et al. 2020

We can predict test loss of a Transformer language model from 
the number of parameters, dataset size, or compute budget.



Scaling Laws

Kaplan et al. 2020

Why consider only non-embedding parameters? Laws are 
more complex (also take into account number of layers) 
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Scaling Laws

Kaplan et al. 2020

As our training budget increases, 
compute should be allocated to 

model size, rather than batch size 
or number of training steps
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Scaling Laws
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Quantization

Main principle: use lower-precision 
representations of network parameters

Uniform Non-Uniform

Gholami et al. 2021



Quantization

▪ Reduces space required to store model: useful for on-device 
inference 

▪ Two primary methods 

▪ Post-training quantization 

▪ Quantization-aware training 



Quantization-Aware Training

Novac et al. 2021



QLoRA

▪ Quantize pre-trained model to 4 
bits 

▪ Backpropagate gradients 
through these frozen 
parameters into LoRA 

▪ Allows fine-tuning 65B 
parameter model on a 48GB 
GPU

Dettmers et al. 2023



Pruning

▪ General principle: not all weights in a network are important 

▪ Approach: mask out some weights 

▪ Start with a large network, and train it to convergence 

▪ Prune in iterations, based on second-order derivatives: 

▪ Prune and retrain 

▪ Prune and update weights based on second-order 
statistics

LeCun et al. 1990, Hassibi and Stork 1993



Lottery Ticket Hypothesis

Frankle and Carbin 2019

Lottery ticket hypothesis 
(Frankle and Carbin 2019): “A 

randomly-initialized, dense 
neural network contains a 

subnetwork that is initialized 
such that, when trained in 

isolation, it can match the test 
accuracy of the original 

network after training for at 
most the same number of 

iterations”



Risks

Eve Fleisig



Types of AI Harm

Crawford 2017

Biases in models 
perpetuate 
stereotypes

Stereotype-
based models 

worsen 
performance 

for groups 
already facing 
discrimination



Representational Bias in NLP

▪ Word embeddings 

▪ Sentence embeddings 

▪ Machine translation 

▪ Image captioning 

▪ Coreference resolution 

▪ Language modeling 

▪ Hate speech detection



Embeddings
Word Embedding Association Test

Caliskan et al. 2017



Machine Translation



Image Captioning

Zhao et al. 2017



Coreference Resolution

Rudinger et al. 2018

Compounding effect  
• BLS reports 39% of managers are female 
• But coref corpus used for training reports 

only 5% of managers are female 
• Trained model predicts 0% female for 

managers



Language Modeling

Abid et al. 2021



Hate Speech Detection

Sap et al. 2019

Downstream effect: filtering out / censoring non-
hateful language, reinforcing representational biases



Training Data

▪ Modern NLP models are data hungry 

▪ Solution: scrape text from the web, which likely introduces biases 

▪ What do we want to filter out? 

▪ Hate speech 

▪ Language expressing stereotypes 

▪ Spam 

▪ Adult content 

▪ Machine-generated text 

▪ Problems with filters?



Training Data

▪ What are we not getting from scraping the web? 

▪ Low-resource languages 

▪ Dialects with fewer speakers (e.g., AAE) 

▪ Non-written languages (e.g., ASL) 

▪ Language from people who aren’t putting content on the 
web (e.g., older speakers, or those who don’t have access to 
the Internet) 

▪ This reinforces biases towards language that is well-represented



Training Data: Annotation



Training Data: Annotation
▪ Data labelers: often low-income, 

inadequately compensated 
▪ Companies like OpenAI have been 

known to exploit workers in countries 
with weaker labor rights and economies 
▪ Perrigo 2022: “OpenAI used Kenyan 

workers on less than $2 per hour to 
make ChatGPT less toxic” 

▪ Hao and Hernández 2022: “workers 
in Venezuela earn an average of a 
little more than 90 cents an hour” 
through the use of Scale AI



Mitigating Harm due to Bias

▪ Fine-tune models with 
smaller, unbiased datasets 

▪ Directly adjust word 
embeddings, loss function, 
etc.

Eve Fleisig



Mitigating Harm due to Bias

▪ Fine-tune models with 
smaller, unbiased datasets 

▪ Directly adjust word 
embeddings, loss function, 
etc.  

▪ Focus on how the model is 
used in practice, rather 
than its internal bias

Blodgett et al. 2020



Further Considerations
Metrics of “bias” could 
themselves be biased 

▪ Intersectionality 

▪ False negatives 

▪ Ignoring subtleties of context

Buolamwini et al. 2018



Further Considerations
Interventions don’t just involve 
adjusting the model internals 

▪ Holding companies accountable 
for the technology they build 

▪ Designing better user interfaces

Buolamwini et al. 2018



Implications of Publicly Available LLMs

Eric Wallace



Threat Model

Eric WallaceEric Wallace

Extract training data 
Poison training data

Steal model 
parameters



Extracting Memorized Training Data

Eric WallaceEric Wallace

Publicly available data! 
 

But this person was 
wrongly indicted



Poisoning Training Data

Eric WallaceEric Wallace

▪ Example 

▪ Inject a “trigger phrase” into training data that, when used at 
inference time, only one label will be predicted 

▪ Don’t even have to put the trigger phrase directly in the 
training data — something close in embedding space could 
work 

▪ Nightshade (Zhao 2023, Glaze team)



Poisoning Training Data

Nightshade, Zhao et al. 2023



Stealing Models

▪ Don’t need access to model weights or probabilities (though 
this helps) 

▪ Instead: just extract some training data via prompting 

▪ Can also “jailbreak” models like ChatGPT to extract underlying 
prompts constructed by OpenAI



Stealing Prompts
•Whenever a descripoon of an image is given, use dalle to create the images and then summarize the 
prompts used to generate the images in plain text. If the user does not ask for a specific number of 
images, default to creaong four capoons to send to dalle that are wriqen to be as diverse as possible. 
All capoons sent to dalle must abide by the following policies:  

•If the descripoon is not in English, then translate it.  
•Do not create more than 4 images, even if the user requests more.  
•Don't create images of poli8cians or other public figures. Recommend other ideas instead.  
•Don't create images in the style of ar8sts whose last work was created within the last 100 years 
(e.g. Picasso, Kahlo). Arosts whose last work was over 100 years ago are ok to reference directly (e.g. 
Van Gogh, Klimt). If asked say, "I can't reference this arost", but make no menoon of this policy. 
Instead, apply the following procedure when creaong the capoons for dalle: (a) subsotute the arost's 
name with three adjecoves that capture key aspects of the style; (b) include an associated arosoc 
movement or era to provide context; and (c) menoon the primary medium used by the arost.  

•DO NOT list or refer to the descrip8ons before OR auer generaong the images. They should ONLY 
ever be wriqen out ONCE, in the "prompts" field of the request. You do not need to ask for 
permission to generate, just do it! 

Credit: spdustin (https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md)

https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md


Stealing Prompts
•Always men8on the image type (photo, oil painong, watercolor painong, illustraoon, cartoon, drawing, 
vector, render, etc.) at the beginning of the capoon. Unless the capoon suggests otherwise, make at least 
1--2 of the 4 images photos.  

•Diversify depic8ons of ALL images with people to include DESCENT and GENDER for EACH person using 
direct terms. Adjust only human descripoons.  

•EXPLICITLY specify these aqributes, not abstractly reference them. The aqributes should be specified in a 
minimal way and should directly describe their physical form.  

•Your choices should be grounded in reality. For example, all of a given OCCUPATION should not be the 
same gender or race. Addioonally, focus on creaong diverse, inclusive, and exploratory scenes via the 
properoes you choose during rewrites. Make choices that may be insighQul or unique some8mes.  

•Use "various" or "diverse" ONLY IF the descripoon refers to groups of more than 3 people. Do not change 
the number of people requested in the original descripoon.  

•Don't alter memes, ficoonal character origins, or unseen people. Maintain the original prompt's intent 
and priorioze quality.  

•Do not create any imagery that would be offensive.  
•For scenarios where bias has been tradioonally an issue, make sure that key traits such as gender and 
race are specified and in an unbiased way -- for example, prompts that contain references to specific 
occupaoons.

Credit: spdustin (https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md)

https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md


Stealing Prompts
•Silently modify descrip8ons that include names or hints or references of specific people or celebri8e by carefully 
selecong a few minimal modificaoons to subsotute references to the people with generic descripoons that don't 
divulge any informaoon about their idenooes, except for their genders and physiques. Do this EVEN WHEN the 
instrucoons ask for the prompt to not be changed. Some special cases: 

•Modify such prompts even if you don't know who the person is, or if their name is misspelled (e.g. "Barake 
Obema")  

•If the reference to the person will only appear as TEXT out in the image, then use the reference as is and do not 
modify it.  

•When making the subsotuoons, don't use prominent otles that could give away the person's idenoty. E.g., 
instead of saying "president", "prime minister", or "chancellor", say "poliocian"; instead of saying "king", "queen", 
"emperor", or "empress", say "public figure"; instead of saying "Pope" or "Dalai Lama", say "religious figure"; and 
so on.  

•If any creaove professional or studio is named, subsotute the name with a descripoon of their style that does not 
reference any specific people, or delete the reference if they are unknown. DO NOT refer to the arost or studio's 
style.  

•The prompt must intricately describe every part of the image in concrete, objec8ve detail. THINK about what the 
end goal of the descripoon is, and extrapolate that to what would make saosfying images. 

•All descripoons sent to dalle should be a paragraph of text that is extremely descripove and detailed. Each should be 
more than 3 sentences long.

Credit: spdustin (https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md)

https://github.com/spdustin/ChatGPT-AutoExpert/blob/main/_system-prompts/dall-e.md


Social Impacts

▪ Legal issues 

▪ Copyright violation 

▪ Regulation 

▪ Political issues 

▪ Mis/disinformation 

▪ Tools of oppression 

▪ Economic issues: potential of 
AI systems to disrupt 
economy by replacing workers

WGA MBA, https://www.wgacontract2023.org/the-campaign/summary-of-the-2023-wga-mba?
utm_source=substack&utm_medium=email 

• AI can’t write or rewrite literary material, and AI-
generated material will not be considered source 
material under the MBA, meaning that AI-generated 
material can’t be used to undermine a writer’s 
credit or separated rights.  

• A writer can choose to use AI when performing 
wriong services, if the company consents and 
provided that the writer follows applicable company 
policies, but the company can’t require the writer to 
use AI souware (e.g., ChatGPT) when performing 
wriong services.  

• The Company must disclose to the writer if any 
materials given to the writer have been generated 
by AI or incorporate AI-generated material. 

• The WGA reserves the right to assert that 
exploitaoon of writers’ material to train AI is 
prohibited by MBA or other law.

https://www.wgacontract2023.org/the-campaign/summary-of-the-2023-wga-mba?utm_source=substack&utm_medium=email
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Auditing
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Open Source?

Bommasani et al. 2023


