
Natural Language Processing

LLMs: Training



Multilingual LLMs

▪ Multilingual BERT: 
train on Wikipedia 
articles from 100+ 
languages, using new 
BPE tokenizer



Multilingual LLMs

▪ High resources 
language have a lot 
more data than low-
resource ones 

▪ One solution: fine-
tuning

Distribution of Wiki articles

46M96M

83M

609M 
(3rd most spoken)

Credit: Graham Neubig Neubig et al. 2018



Multilingual LLMs

▪ High resources 
language have a lot 
more data than low-
resource ones 

▪ One solution: 
upweighting low-
resource languages

Distribution of Wiki articles

46M96M

83M

609M 
(3rd most spoken)

Credit: Graham Neubig



Case Study: Palm 2

Google, 2023

▪ Best existing multilingual LLM 
▪ But model is not directly available 

publicly 
▪ API 
▪ BARD 

▪ Lots of missing details about how it 
was built…  
▪ Data sources: web documents, 

books, code, math, conversational 
data 

▪ Data formats: lots of parallel 
translation data



Case Study: Palm 2

Google, 2023

TyDi QA (multilingual QA)



Monolingual LMs

Arabic: AraBERT, Antoun et al. 2020

MicroBERT, Gessler and Zeldes 2022

Kinyarwanda: KinyaBERT, Nzeyimana and Niyongabo 2022

Setswana: PuoBERTa, Marivate et al. 2023Uyghur: Abulimiti and Schultz



Step 4: Optimization



Recap: Language Modeling Objective

▪ Assume we have training dataset including documents 
comprising sequences of bytes 
 

▪ Our objective is to find the LM parameters that maximize the 
probability of this dataset 

▪ We assume documents are tokenized into sequences that the 
LM models autoregressively:



Recap: Language Modeling Objective

▪ Loss for step i is cross-entropy between true distribution  
(i.e., one-hot) and predicted distribution: 

p*



Next token prediction

Slide from Stanford CS224



Next token prediction in Transformers
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Next token prediction in Transformers

Slide from Greg Durrett, UT Austin CS 388



Denoising Objectives

▪ Our goal: learn a distribution over text sequences 

▪ Our assumption so far: this distribution is only backwards-
looking (conditioned on prefix of the sequence) 

▪ What if we remove this assumption?

Brempong et al. 2022, CVPR



Masking / Infilling Objectives

▪ Randomly mask out ~15% of tokens in the input, and try to 
predict them from past and future context

BERT, Devlin et al. 2019 (slide from UT Austin CS 388)



Masking / Infilling Objectives

▪ Randomly mask out ~15% of tokens in the input, and try to 
predict them from past and future context 

▪ Or mask out spans of text

SpanBERT, Joshi et al. 2020 (TACL)



Auxiliary Objectives

BART, Lewis et al. 2019



Step 5: Inference



Recap: What is a language model?
▪ Language models assign a 

probability to a sequence of 
words 

▪ We can decompose this 
probability using the chain rule 

▪ We can autoregressively generate 
sequences from the language 
model by sampling from its token-
level probability 

▪ We can condition on our language 
distribution on something else



What can we do with language models?

▪ Computing probabilities of a sequence 
 
 

▪ Autoregressive sequence generation



Decoding strategies

▪ Argmax (greedy decoding)
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Decoding strategies

▪ Argmax (greedy decoding) 

▪ Sampling from language model 
directly 

▪ Adjusting temperature of 
distribution

Slide from Daphne Ippolito / Chenyan Xiong, CMU LLMs course http://cmu-llms.org/ 

http://cmu-llms.org/


Decoding strategies

▪ Top-k sampling: reassign probability mass from all but the top k 
tokens to the top k tokens

Slide from Daphne Ippolito / Chenyan Xiong, CMU LLMs course http://cmu-llms.org/ 

http://cmu-llms.org/


Decoding strategies

▪ Nucleus sampling: reassign probability mass to the most 
probable tokens whose cumulative probability is at least p

Holtzman et al. 2020, ICLR



Beam search
▪ It’s intractable to find the most 

probable sequence according to a 
language model 

▪ Greedy search doesn’t yield the 
most probably sequence 

▪ Instead: beam search 

▪ Approximate the search by 
keeping around candidate 
continuations 

▪ At the end, choose the highest 
probability sequence in the beam



Beam search

▪ But do we even want to find 
the highest-probability 
sequence according to a LM? 

▪ Human language is noisy and 
surprising 

▪ Optimizing for LM probability 
leads to repetitive and 
uninteresting text

Holtzman et al. 2020, ICLR



Beam search

▪ But do we even want to find 
the highest-probability 
sequence according to a LM? 

▪ Human language is noisy and 
surprising 

▪ Optimizing for LM probability 
leads to repetitive and 
uninteresting text

DetectGPT, Mitchell et al. 2023, ICML



From Language Modeling to 
Everything



▪ NLP working assumptions pre-2019 

▪ We first need to understand the atomic units, then we can study 
how they are composed to give rise to meaning 

▪ These compositional processes need to be modeled explicitly 

▪ If we want to do something beyond language modeling, we need to 
train a specialized model 

▪ What happened? 

▪ Self-supervised approaches showed we might not need to 
independently learn word and sentence representations 

▪ (In fact, we can recover a lot of the structural features we were 
explicitly modeling before from these representations!)

Multitasking



Multitasking
▪ Can we perform all the language tasks we were working  

towards with one model? 
▪ A General Deep Architecture for NLP (2008) 
▪ Map words to embeddings 
▪ Positional embeddings 
▪ Convolution-based context processing for  

variable length sequences 
▪ Multi-layer prediction for classification task 
▪ End-to-end training via backpropagation on different NLP 

tasks (SRL, 
POS tagging, etc.) 

▪ Leverage unlabeled data with a language modeling objective
Collobert and Weston 2008, Collobert et al. 2011



What	do	(L)LMs	learn?

▪ Case	study:	BERT	
▪ Attention	statistics	across	layers

Clark et al. 2019, examples from CMU LLMs course



























A.What is this piece of news regarding?
B.What is this news article about?
C.What is the best way to describe this article?
D.What is the most accurate label for this news article?

40.9
52.4
68.2
71.2
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A.Review: <negative review>  
Answer: Negative  
 
Review: <positive review>  
Answer: Positive  

B.Review: <positive review>  
Answer: Positive  
 
Review: <negative review>  
Answer: Negative



A.Review: <negative review>  
Answer: Negative  
 
Review: <positive review>  
Answer: Positive  

B.Review: <positive review>  
Answer: Positive  
 
Review: <negative review>  
Answer: Negative

88.5

51.3







Sclar et al. 2024





















▪ Scaling data and model size + clever prompting = strong multi-
task abilities


