
Natural	Language	Processing

Large	Language	Models



Language	Modeling



Recap:	What	is	a	language	model?
▪ Language	models	assign	a	
probability	to	a	sequence	of	
words	

▪ We	can	decompose	this	
probability	using	the	chain	rule	

▪ We	can	autoregressively	generate	
sequences	from	the	language	
model	by	sampling	from	its	token-
level	probability	

▪ We	can	condition	on	our	language	
distribution	on	something	else



What	can	we	do	with	language	models?

▪ Computing	probabilities	of	a	sequence	
	
	

▪ Autoregressive	sequence	generation
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Decoding	strategies

▪ Argmax	(greedy	decoding)	
▪ Sampling	from	language	model	
directly	

▪ Adjusting	temperature	of	
distribution

Slide from Daphne Ippolito / Chenyan Xiong, CMU LLMs course http://cmu-llms.org/ 

http://cmu-llms.org/


Decoding	strategies

▪ Top-k	sampling:	reassign	probability	mass	from	all	but	the	top	k	
tokens	to	the	top	k	tokens

Slide from Daphne Ippolito / Chenyan Xiong, CMU LLMs course http://cmu-llms.org/ 

http://cmu-llms.org/


Decoding	strategies

▪ Nucleus	sampling:	reassign	probability	mass	to	the	most	
probable	tokens	whose	cumulative	probability	is	at	least	p

Holtzman et al. 2020, ICLR



Beam	search
▪ It’s	intractable	to	find	the	most	
probable	sequence	according	to	a	
language	model	

▪ Greedy	search	doesn’t	yield	the	
most	probably	sequence	

▪ Instead:	beam	search	
▪ Approximate	the	search	by	
keeping	around	candidate	
continuations	

▪ At	the	end,	choose	the	highest	
probability	sequence	in	the	beam



Beam	search

▪ But	do	we	even	want	to	find	
the	highest-probability	
sequence	according	to	a	LM?	

▪ Human	language	is	noisy	and	
surprising	

▪ Optimizing	for	LM	probability	
leads	to	repetitive	and	
uninteresting	text

Holtzman et al. 2020, ICLR
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▪ But	do	we	even	want	to	find	
the	highest-probability	
sequence	according	to	a	LM?	

▪ Human	language	is	noisy	and	
surprising	

▪ Optimizing	for	LM	probability	
leads	to	repetitive	and	
uninteresting	text

DetectGPT, Mitchell et al. 2023, ICML



Recap:	Feedfoward	Networks

▪ Tokenize	
▪ Embed	
▪ Concatenate	
▪ Linear	layer	
▪ Softmax	
▪ Fixed	window?	
▪ Word	averaging?

Slide from Stanford CS224
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Recap:	Attention

▪ Generic	dot-product	attention:	
	

▪ Self-attention:	queries,	keys,	and	values	
are	all	different	transformations	of	the	
same	item-level	representation	of	
some	sequence:

Slide from Stanford CS224 and CMU LLMs course



Multi-Head	Attention

Slide from Stanford CS224 and CMU LLMs course



Transformer

Vaswani et al. 2017, slide from CMU LLMs course



Encoder

Vaswani et al. 2017, slide from CMU LLMs course



Decoder

Vaswani et al. 2017, slide from CMU LLMs course



Encoder	Input

Vaswani et al. 2017, slide from CMU LLMs course and Stanford CS 224



Decoder	Input

Vaswani et al. 2017, slide from CMU LLMs course



Attention

Encoder-decoder attention

Self-attention

Masked  
self-attention

Vaswani et al. 2017, slide from CMU LLMs course



Encoder

Vaswani et al. 2017, slide from CMU LLMs course



Encoder

Residual 
connection

Vaswani et al. 2017, slide from CMU LLMs course



Encoder

Layer  
normalization

Vaswani et al. 2017, slide from CMU LLMs course
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Decoder
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Decoder

dec

Vaswani et al. 2017, slide from CMU LLMs course



Output	Probabilities

Vaswani et al. 2017, slide from CMU LLMs course



Encoder-Decoder	Inference

▪ Encode	input	
sequence

slide from HuggingFace Transformers course: https://www.youtube.com/watch?v=0_4KEb08xrE&t=204s 

https://www.youtube.com/watch?v=0_4KEb08xrE&t=204s
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Encoder,	Decoder,	Encoder-Decoder

BART, Lewis et al. 2019



▪ Fixed	context	lengths	“solved”	with	position	embeddings	
▪ Self-attention	has	quadratic	cost	

▪ Plug:	Annotated	Transformer	(Sasha	Rush):		
http://nlp.seas.harvard.edu/annotated-transformer/			

Problems	with	the	Transformer?

http://nlp.seas.harvard.edu/annotated-transformer/


Training	Language	Models



Recap:	Language	Modeling	Objective

▪ Assume	we	have	training	data	 	
▪ Use	current	LM	parameters	to	compute	probability	
distributions	over	each	token	independently,	conditioned	on	
the	prefix:	

	

▪ Loss	for	step	i	is	cross-entropy	between	true	distribution	 	
(i.e.,	one-hot)	and	predicted	distribution:	

⟨x0…xT⟩

P(Xi) = p( ⋅ ∣ ⟨x0…xi−1⟩; θ)
p*



Next	token	prediction

Slide from Stanford CS224
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Next	token	prediction	in	Transformers

Slide from Greg Durrett, UT Austin CS 388



Denoising	Objectives

▪ Our	goal:	learn	a	distribution	over	text	sequences	
▪ Our	assumption	so	far:	this	distribution	is	only	backwards-
looking	(conditioned	on	prefix	of	the	sequence)	

▪ What	if	we	remove	this	assumption?

Brempong et al. 2022, CVPR



Masking	/	Infilling	Objectives

▪ Randomly	mask	out	~15%	of	tokens	in	the	input,	and	try	to	
predict	them	from	past	and	future	context

BERT, Devlin et al. 2019 (slide from UT Austin CS 388)



Masking	/	Infilling	Objectives

▪ Randomly	mask	out	~15%	of	tokens	in	the	input,	and	try	to	
predict	them	from	past	and	future	context	

▪ Or	mask	out	spans	of	text

SpanBERT, Joshi et al. 2020 (TACL)



Auxiliary	Objectives

BART, Lewis et al. 2019


