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Today

▪ What	tasks	have	NLP	researchers	traditionally	cared	
about?


▪ How	do	we	evaluate	success?


▪ Dominant	paradigm:	automatic	metrics	computed	
on	static	benchmark


▪ How	do	we	collect	benchmark	datasets?
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Modeling	Linguistic	Structure

▪ High-level	question:	how	can	language	
technologies	represent	and	process	language	
the	way	we	think	people	do?


▪ Task:	map	from	a	piece	of	text	to	a	linguistic	
formalism


▪ Evaluation	is	easy	to	perform	automatically


▪ However,	corpora	often	need	to	be	carefully	
curated
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Syntactic	Parsing

POS tagging

from the Penn Treebank, 
Marcus et al. 1993

Constituency
parsing

Dependency
parsing

From Universal Dependencies,
 https://universaldependencies.org/introduction.html 4

https://universaldependencies.org/introduction.html


Syntactic	Parsing:	Evaluation	Metrics
▪ Main	intuition:	how	well	did	the	model	recover	an	underlying	linguistic	formalism	
for	a	particular	sentence?


▪ Metrics:


▪ Exact	match	(strict	metric)


▪ Attachment	score	(for	dependency	parsing)	—	what	proportion	of	words	are	
attached	to	the	correct	head?


▪ Precision	(accuracy	among	recovered	constituents	or	tags),	recall	(what	proportion	
of	actual	constituents	or	tags	were	recovered),	and	F1	(harmonic	mean	of	these)
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Syntactic	Parsing:	Corpora

▪ Need	meticulously	annotated	corpora


▪ How	to	build	a	corpus?


▪ Acquire	source	data


▪ Develop	an	annotation	scheme


▪ Train	annotators


▪ Annotate	the	data!	(May	take	a	couple	of	years)
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Acquiring	Source	Data
▪ Where	do	you	get	lots	of	text	before	the	
Internet	was	widely	used?


▪ Scanned	documents:	the	Brown	Corpus	
contains	1M	words	scanned	from	fiction	
and	nonfiction	prose	in	1961


▪ Transcribed	voice	messages,	e.g.,	radio	
broadcasts


▪ Multilingual	data:	often	use	the	Bible;	
linguistics	textbooks;	transcripts	of	
international	meetings	(e.g.,	EU)


▪ Early	Internet:	Wikipedia,	blogs,	reviews
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Acquiring	Source	Data
▪ Where	do	you	get	lots	of	text	before	the	
Internet	was	widely	used?


▪ Scanned	documents:	the	Brown	Corpus	
contains	1M	words	scanned	from	fiction	
and	nonfiction	prose	in	1961


▪ Transcribed	voice	messages,	e.g.,	radio	
broadcasts


▪ Multilingual	data:	often	use	the	Bible;	
linguistics	textbooks;	transcripts	of	
international	meetings	(e.g.,	EU)


▪ Early	Internet:	Wikipedia,	blogs,	reviews https://en.wikipedia.org/wiki/Brown_Corpus

Marcus et al. 1992

Nivre et al.
2016
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Developing	an	Annotation	Scheme

▪ Principles	of	developing	a	scheme


▪ Simplicity


▪ Consistent	rules


▪ Leaving	room	for	ambiguity


▪ Generalizability,	to	domains	and	across	
languages	(this	is	hard!)


▪ This	is	very	time-consuming


▪ Build	on	top	of	existing	schemes,	identifying	
where	they	fail


▪ Collaborate	with	others	working	with	similar	
data	to	agree	on	standards


▪ Also	need	a	user-friendly	interface	for	annotation

Dependency annotation 
without standardization 

(Nivre et al. 2016)
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Annotation	Process

▪ Training


▪ Essentially	need	to	train	experts


▪ Usually,	they	are	people	with	at	least	some	interest	in	the	topic,	e.g.,	
linguists


▪ Complex	rules	means	annotation	guidelines	can	be	dozens	of	pages	long!


▪ Managing	annotators:	need	to	quickly	resolve	disagreements	and	confusions

PropBank (Palmer et al. 2005) 
has a 66-page annotation 

guidelines document 
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Annotation	Process

▪ Making	it	more	efficient	with	automatic	annotation


▪ Use	a	smaller,	less-performant	model	to	perform	the	task


▪ Then	get	human	experts	to	identify	and	correct	errors


▪ What	about	disagreement?


▪ Several	statistics	measure	inter-annotator	agreement	(e.g.	via	Cohen’s	
kappa)


▪ Low	agreement	could	indicate	that	guidelines	are	confusing	or	
inconsistent,	the	task	is	ambiguous	or	subjective,	or	carelessness


▪ But	low	agreement	should	not	be	cast	away	as	noise!	Instead,	we	should	
carefully	investigate	sources	of	disagreement	(see	Leonardelli	et	al.	2021)
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Aside:	Using	Corpora	in	Experiments

▪ Typically,	with	enough	data,	corpora	are	split	into	standard	
training	/	development	/	test	sets:


▪ Training:	model	should	have	full	access	


▪ Development:	should	only	be	used	for	something	like	
hyperparameter	tuning	or	error	analysis


▪ Test:	


▪ Should	be	ran	as	infrequently	as	possible,	to	most	closely	model	
“real-world”	model	performance	on	unseen	data


▪ Sometimes	not	even	publicly	released!	
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Semantic	Parsing

Executable Semantic Parsing GeoQuery,
Tang and Mooney 2001

Broad-coverage 
semantic parsing

PropBank, Palmer et al. 2005

Abstract Meaning Representation,
Banarescu et al. 2013

ATIS
Hemphill et al. 1990

Spider,
Yu et al. 2018
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Executable	Semantic	Parsing

▪ High-level	goal:	building	a	natural	language	
interface	that	correctly	answers	user	queries	or	
executes	their	commands


▪ Often	focuses	on	interfaces	to	databases


▪ Evaluation:


▪ Can	do	exact	match	(but	probably	too	strict!)


▪ Evaluate	denotational	semantics	with	
execution	accuracy
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Data	Sources	for	Executable	Semantic	Parsing

▪ Ideally:	should	be	questions	and	actions	
people	actually	would	produce	in-domain 

▪ Frequently:	utterances	thought	of	on	the	fly,	
or	even	summaries	of	generated	queries
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Annotations
▪ Minimally:	denotation	(i.e.,	resulting	answer).	


▪ This	is	much	easier	to	annotate,	but	makes	learning	harder	
(requires	weakly	supervised	learning,	e.g.,	Krishnamurthy	and	
Mitchell	2012) 

▪ Ideally:	also	include	logical	form	(e.g.,	SQL)


▪ Doesn’t	(necessarily)	require	manual	engineering	of	logical	
form,	unlike	syntactic	formalisms


▪ However,	still	requires	expertise
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Document	Analysis	and	Understanding

▪ High	level	questions:


▪ What	information	is	encoded	in	a	given	document?


▪ How	can	we	combine	information	from	a	variety	of	documents?


▪ Encompasses	a	variety	of	tasks:


▪ Document	analysis,	including	topic	modeling,	document	
classification,	etc.


▪ Question	answering	—	how	well	does	a	model	represent	a	document	
such	that	you	can	ask	reasonable	questions	about	its	contents?


▪ Information	extraction	—	can	you	summarize	information	across	
documents	in	a	useful	way?
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Question	Answering
▪ Given	a	document	and	a	user	
question,	produce	a	response


▪ Evaluation


▪ Exact	match	of	answers	(maybe	
too	strict)


▪ N-gram	overlap	in	generated	
answers	(might	still	be	too	strict)


▪ Multiple	choice	(might	be	too	
lenient)

From SQuAD, Rajpurkar et al. 2016
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Data	Collection	and	Annotation

▪ Data	sources:	usually	nonfiction	prose,	e.g.,	
from	Wikipedia


▪ Crowdsourcing:	


▪ Workers	are	asked	to	come	up	with	questions	


▪ Also	collected	additional	answers	from	other	
workers	to	validate	the	labels
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QA	as	an	Evaluation	Format
▪ Question	answering	is	a	widely	used	
task	format,	with	variations


▪ Multi-hop	QA	and	reasoning-heavy	QA	
(e.g.,	StrategyQA,	Geva	et	al.	2021)


▪ Visual	QA	(Agrawal	et	al.	2015)


▪ Commonsense	QA	(e.g.,	Talmor	et	al.	
2019) 

From HotPotA, Yang et al. 2018
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QA	as	an	Evaluation	Format

▪ But	even	with	multiple	
choice,	we	still	have	to	be	
careful	about	evaluation…

from Holtzman and West et al 2022from Cadene et al. 2019
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Information	Extraction

▪ Given	a	set	of	documents,	construct	some	kind	
of	structured	representation	of	the	information	
it	encodes

This and following slides are partially from Dong, 
Hajishirzi, Lockard, and Shiralkar,  ACL 2020 Tutorial 

on multi-modal information extraction 22



Information	Extraction	Subtasks
▪ Comprises	a	number	of	
tasks


▪ Named	entity	
recognition


▪ Coreference	resolution


▪ Relation	detection	


▪ Evaluation	is	often	done	
on	these	subtasks


▪ But	this	requires	heavy	
annotation

Luan et al. 2019
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Distant	Supervision	in	Information	Extraction

▪ Instead,	mine	for	patterns	that	
might	express	known	relations	
in	an	existing	knowledge	base


▪ Evaluation	can	also	be	
performed	on	an	existing	
knowledge	base	(e.g.,	
Freebase,	https://
en.wikipedia.org/wiki/
Freebase_(database))	


▪ How	well	does	this	model	
recover	existing	relations?	


▪ Are	the	relations	it	recovers	
accurate?
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Representation	Learning

▪ High-level	question:	do	the	representations	our	
models	learn	reflect	reality?


▪ One	way	of	measuring	this:	natural	language	
inference

Following slides are mostly from Nikita Nangia, Clara 
Vania, and Sam Bowman (tutorial at EMNLP 2021)
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Aside:	Crowdsourcing
▪ How	to	reduce	annotation	cost	and	time?	If	
you	don’t	need	experts,	use	cheaper	labor	
(Snow	et	al.	2008)


▪ One	very	popular	option:	crowdsourcing	
platforms	(mostly	MTurk)


▪ Basic	pipeline:


▪ Design	and	pilot	task	(critical	step!)


▪ Recruit	crowdworkers,	e.g.	via	a	
qualification	task


▪ Incentive	design


▪ Deploying	task	and	managing	workers
Kaisser and Lowe 2008
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Aside:	Crowdsourcing
▪ It’s	not	trivial	to	do	crowdsourcing	
well!


▪ Well	=	getting	high	quality	data


▪ Well	=	respecting	workers	as	people


▪ Lots	of	work	on	the	crowdworking	
ecosystem	and	experiences	of	
crowdworkers,	including	tools	they	
use	to	manage	their	own	work	
(Martin	et	al.	2014,	Irani	and	
Silberman	2013,	Kummerfeld	2021)

Kaisser and Lowe 2008
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Summary

▪ Evaluation	metric:	simple	classification	accuracy!


▪ Data	source:	image	captions


▪ Annotation	method


▪ Not	a	complex	task	—	don’t	need	to	train	experts	or	
develop	a	complex	annotation	scheme


▪ Instead:	hire	crowdworkers	(on	MTurk)


▪ However,	you	need	to	be	careful…
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Aside:	Benchmarking	at	Scale
▪ How	well	does	my	model	perform	at	a	
wide	variety	of	tasks?


▪ Collections	of	benchmark	tasks	and	
datasets:	


▪ GLUE	(Wang	et	al.	2019,	ICLR)	and	
SuperGLUE	(Wang	et	al.	2019,	NeurIPS)


▪ Dynabench	(dynamic	benchmarking,	
Kiela	et	al.	2021)


▪ BIG-Bench	(Google,	2023)


▪ SuperNatural	Instructions	(1600+	tasks,	
Wang	et	al.	2022)


▪ Leaderboarding
SuperNatural Instructions,

Wang et al. 2022 37



Human	Performance?

…

SuperGlue’s leaderboard
(Wang et al 2019)😱
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Human	Performance?
▪ AGI	is	superhuman???


▪ Wait	—	what	does	this	even	mean?


▪ How	is	human	performance	computed?


▪ Are	we	paying	workers	enough?


▪ Are	we	training	workers	to	complete	complex	tasks?


▪ Are	we	looking	into	disagreements,	throwing	them	out,	or	combining	
them	in	some	arbitrary	way	(majority	voting)?


▪ Are	our	tasks	too	subjective?


▪ Are	models	taking	advantage	of	spurious	correlations?

Tedeschi et al. 2023
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What’s	missing	in	evaluation?
▪ The	easier	a	task	is	to	evaluate,	the	easier	it	is	for	a	model	to	get	
the	label	correct	with	the	“wrong”	reasoning	by	taking	advantage	
of	spurious	correlations


▪ Maybe	we	shouldn’t	rely	on	automatic	evaluation…


▪ Generalization	to	non-IID	cases,	e.g.,	unseen	domains,	languages,	
or	tasks	(Linzen	2020)


▪ No	notion	of	meaningfully	modeling	disagreement	among	
annotators


▪ No	expectation	of	explainability	in	model	predictions
Tedeschi et al. 2023

40



Text	Generation

▪ Moving	beyond	simple	classification	tasks


▪ Examples:


▪ Summarization	of	structured	and	unstructured	
data,	paraphrasing,	text	simplification


▪ Creative	tasks	—	e.g.,	story	generation
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Automatic	Metrics
▪ If	you	have	reference	documents:	can	use	automated	metrics	like	
BLEU,	METEOR,	ROUGE


▪ Even	then,	these	metrics	are	limiting:	n-gram	overlap	can	be	too	strict


▪ Recently:	neural-based	evaluation	metrics	that	allow	more	flexibility,	
e.g.,	BERTScore,	CLIPScore	(for	image	tasks)

BERTScore
Zhang et al. 2020
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Evaluating	Evaluators

▪ Before	getting	too	lost	in	optimizing	an	automatic	metric…	
how	well	does	it	reflect	reality?


▪ Often	compute	correlations	with	(pairwise)	human	judgments

BERTScore
Zhang et al. 2020
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Human	Judgments
▪ Pairwise	judgments:	how	often	do	humans	prefer	reference	
versus	generated	text?


▪ Requires	crowdsourcing


▪ If	we	crowdsource	evaluation	every	time,	we’ve	lost	the	ability	
to	perform	exact	comparisons	between	models


▪ Requires	a	reference	text


▪ If	there’s	no	gold	standard	reference,	often	just	a	comparison	
between	a	baseline	and	a	proposed	method
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Reference-Free	Evaluation
▪ Story	generation:	evaluation	
is	subjective

RE3, Yang et al. 2022
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Dialogue	and	Interactive	Systems

▪ What	is	language?


▪ Fundamentally:	an	interactive	tool	to	get	things	
done	in	the	world


▪ How	well	do	our	systems	use	language?

Following slides are mostly from Yun-Nung Chen, Asli 
Celikyilmaz, and Dilek Hakkani-Tür, from ACL 2017 
tutorial on deep learning for dialogue systems, and 

Campagna and Lam from CS 224v
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Dialogue	Systems
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Evaluation
▪ Standardized	benchmark	/	shared	
task:	Dialogue	State	Tracking	
Challenge


▪ Slot-filling	over	time


▪ Requires	designing	frame	
representations	of	dialogue	state
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Evaluation

▪ More	subjective	metrics


▪ Human	evaluation	of	a	dialogue	they	
observe


▪ Doesn’t	measure	how	dialogue	
system	might	be	used	in	practice


▪ E.g.,	won’t	model	how	errors	affect	
later	parts	of	the	dialogue

Yang et al. 2012
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Evaluation
▪ “Online”	evaluation:	user	
simulators


▪ Allows	scaling	up	
experiments


▪ Also	is	stable	across	systems


▪ But	does	not	reflect	real-
world	complexity	of	actual	
use	cases


▪ E.g.,	users	adapt	to	
systems	over	interactions
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Wizard-of-Oz	(Kelley	1984)

MultiWOZ, Budzianowski et al. 2018
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Wizard-of-Oz	(Kelley	1984)

MultiWOZ, Budzianowski et al. 2018
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Interactive	Systems

▪ What	is	language?


▪ Fundamentally:	an	interactive	tool	to	get	
things	done	in	the	world


▪ How	well	do	our	systems	use	language?

Following slides are from Alane Suhr and Yoav Artzi, 
EMNLP 2021 tutorial on crowdsourcing
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CerealBar
A situated collaborative game with 

sequential natural language instruction
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CerealBar

• Interaction: participants respond to each others’ 
language and behavior across multiple turns


• Collaboration: participants are incentivized to 
coordinate using language


• Key difference from existing interactive systems: 
evaluate success of language use via measuring 
collaboration success!
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Game Design
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Environment

• Passable terrain

• Obstacles to 

navigate around 
(terrain and 
landmarks)


• Cards can be 
selected or 
unselected
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Collaboration
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Follower

Leader



Collaboration
• Collect valid sets of three cards 


• Valid: unique color, shape, and count


• Each set completed is one point


• Goal: maximize game score
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Invalid SetValid Set
(two cards with three objects)



• Agents take turns with limited steps per turn


• Players move around the board to select and 
unselect cards


• When a valid set is selected, the cards disappear 
and new random ones appear
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FollowerLeader
Collaboration



Language

• Since players are working on the same set together, 
they need to coordinate their actions


• Solution to this: communicate!


• To make it easier for us to build systems that play 
this game, we use unidirectional communication

61



Instruction
• Leader’s role: give instructions to the follower


• Allow flexibility in instruction giving: write as many 
instructions as they want per turn, as long as the 
follower has one to follow


• Follower’s role: follow the instructions


• Also flexible: follow as many instructions as they 
want per turn, or take multiple turns for an 
instruction
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Incentivizing Instruction
• Players have different abilities and knowledge, and must use language to bridge 

those differences


• Observability: leader sees the whole board, but follower only sees a first-
person view


• Leader is responsible for planning what cards both players should get


• Follower is disincentivzed to wander off or select unmentioned cards


• Leader’s instructions need to be grounded in the follower’s first-person view 
(e.g., contain spatial relations)


• Action: follower has 10 steps per turn, while leader has only 5


• Encourages leader to delegate longer, more complex paths to the follower 
(i.e., more interesting language)
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Interaction
• Fundamental to CerealBar: interaction across 

multiple turns


• This allows:


• Adaptation to the other player’s behavior


• Correction of mistakes


• Formation of common ground
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Tasks Supported by 
CerealBar

Task I: map leader instructions to follower actions

f(instruction,  
    history,           )=actions

Task II: generate leader instructions

f(           , history)=instruction
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Meta-Level	Challenges	of	NLP	Research

▪ Domain	generalization,	from	training	to	test…


▪ Low-resource	languages


▪ Specific	domain	applications	requiring	expertise


▪ Real-world	deployment:	how	do	users	adapt	
their	behavior	to	agents	they	interact	with?


▪ Replicability


▪ Variance	and	subjectivity	of	tasks


▪ Next	week:	panel
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